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ABSTRACT
Cybersecurity information sharing among participating organiza-
tions proactivly helps defend against a�ackers. However, such shar-
ing also exposes potentially sensitive organizational information.
We a�ack the problem of �nding sharing incentives and penalties
that maximize sharing utility while minimizing risk by modeling cy-
bersecurity information sharing as an iterated prisoner’s delimma-
like game. A genetic algorithm then evolves potential strategies
that lead to high utility for an organization participating in a Cyber-
security Information Exchange. Preliminary results indicate that
the genetic algorith �nds strategies be�er random or Tit-for-tat.
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1 INTRODUCTION
Due to the importance of sharing cybersecurity information to
prevent other organizations being exploited, governments and leg-
islators encourage entities to share such cybersecurity data. As
an example, the federal Cybersecurity Information Sharing Act
(CISA) [3] was designed to improve cybersecurity in the United
States through enhanced sharing of information about cybersecu-
rity threats. A Cybersecurity Information Exchange Framework
(CYBEX)[7] provides a platform for sharing cybersecurity infor-
mation. However, several obstacles prevent easy cybersecurity
information sharing. First, shared information may leak other vul-
nerability/threat data. Second, other CYBEX organizations might
misuse such shared data. And third, reporting successful a�acks
may negatively a�ect an organization’s reputation.

Cybersecurity information sharing has been extensively studied
in several papers[4–8]. However, to the best of our knowledge, none
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of this prior work has considered the problem of �nding an e�cient
sharing strategy that maximizes sharing utility for an organization.
In this paper, we cast this problem as a repeated game of cybersecu-
rity information sharing and investigate using a genetic algorithm
to evolve sharing strategies. Drawing on Axelrod’s work with the
iterated prisoner’s dilemna, we use a very similar encoding and
compare evolved strategies against four baseline strategies [1]. Pre-
liminary results show that the genetic algorithm evolves strategies
that beat all four.

2 METHODOLOGY
In the iterated cybersecurity information sharing game, organi-
zations choose their strategy based on the bene�ts they receive
from CYBEX. For simplicity and without loss of generality, we
consider four types of sharing strategies (S1 through S4) and three
types of organizations (E�ective,Moderate, and Small). S1, S2, S3, S4
share 25%, 50%, 75%, 100% of their cybersecurity information and
the payo� depends on the type of organization being shared with.

�e four strategies compared against are:
• High Rate: Participating organizations share more than 50%

information. Such organizations split their strategy between S3(50−
75)% and S4(75 − 100)% with probability 3/4 for S4.
• Low Rate: Participating organizations share less than 50% infor-

mation. Such organizations split their strategy between S1(0− 25)%
and S2(25 − 50)% with probability 3/4 for S2.
• Random Sharing: Participating organizations randomly choose

among S1 through S4.
• Re�ective: Participating organizations choose what the evolved

strategy chose on the previous iteration.
�e GA then evolves a sequence of Si where i varies from 1

though 4 (and requires two bits to represent) to compete against
the four strategies above. We keep a history of past games so we
can use past experience to guide our current decision. Since our
payo� matrix has 16 possible outcomes for each cycle, we have 16H
di�erent possibilities for encoding H previous cycles. If we chose
to keep three game cycles of history, we have 163 = 4096 possible
historical decisions to encode and two bits to represent our response.
Our chromosome length therefore works out to 4096 × 2 = 8192 to
start with. �is is very similar to Axelrod’s representation in his
early work on using genetic algorithms to evolve strategies for the
prisoner’s dilemma [1]. Like Axelrod, we also need to store three
initial moves of history at the start, requiring 2 ∗ 2 ∗ 3 = 12 more
bits for a total chromosome length of 8204. Our search space for
H = 3 is thus 28204 and we use a genetic algorithm to search this
space of strategies.
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Table 1: Final result of the evolved strategies and their corresponding payo�

CYBEX Strategy Organization Type Evolved Strategy Payo� Random Strategy Payo� TFT Strategy Payo�

Low
E�ective 12% S1 and 88% S2 -0.23 -2.17 -0.34
Moderate 100% S2 -0.54 -3.46 -0.78
Small 42% S2 and 58% S4 -0.49 -3.11 -1.06

High
E�ective 78% S2 and 22% S1 0.92 -0.05 0.47
Moderate 100% S2 0.54 -1.14 0.29
Small 82% S2 and 18% S4 0.61 -0.09 0.30

Random
E�ective 46% S1, 43% S2, and 11% 0.51 -1.98 -1.17
Moderate 57% S4 and 43% S2 0.12 -1.54 -1.61
Small 61% S2, 21% S4, and 18% S1 0.04 -2.35 -2.14

Re�ective
E�ective 100% S4 1 -0.03 -0.25
Moderate 100% S4 0.25 -1.21 0
Small 100% S4 -0.12 -2.54 -0.37

Figure 1: Payo� Matrices

In our simulation, we evaluate the chromosome against a payo�
matrix based on e�ects of the organization over CYBEX’s payo�.
Our payo� matrix is shown in Table 1.

�e game is played 100 times and the accumulated payo� is
calculated based on the payo� matrix and the rules of game. �e
GA usese CHC selection [2] where parents also compete for pop-
ulation slots in the next generation. �e parameters of GA are as
follows: Crossover = 95%, Mutation = 0.1, Population Size=100, and
Generations=1000.

3 RESULTS AND DISCUSSION
We ran our experimental GAswith 5 di�erent random seeds and pro-
vide averages over these �ve runs. We calculate the payo� through
the payo� matrices under the rules of the game and compute utility
as the average of GA’s output payo� value.

Table 1 depicts the results. We compare the performance of the
best evolved strategy found by the GA with the random sharing
strategy and Tit-For-Tat (TFT). In the random sharing strategy, the
organization chooses the sharing rate randomly for each round, and

in TFT, the organization selects the same sharing amount chosen
by the other organizations in the previous round. �e results show
that the GA evolves strategies that beat our baselines.

4 CONCLUSION AND FUTUREWORK
Cybersecurity information sharing helps organizations proactively
defend against a�ackers. However organizations are reluctant to
share security information because of the risk of leak of sensitive
and secret information. A Cybersecurity Information Exchange
Platform helps organizations manage risk through incentives and
penalties. Modeling this risk and reward as a form of iterated pris-
oner’s dilemna game, we use a genetic algorithm to evolve sharing
strategies that optimize organizational utilities for di�erent types of
organizations. Simulation results show that the genetic algorithm
can evolve strategies that outperform a purely random player as
well as a player who plays Tit-For-Tat. We believe this prelim-
inary work shows the potential for modeling and investigating
multiple forms of Cybersecurity information exchanges and lead to
organizational strategies for proactively managing cybersecurity
threats.
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