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ABSTRACT
Grammatical Evolution is an Evolutionary Algorithm which can

evolve programs in any language described by a context-free gram-

mar. A sequence of bits (the genotype) is transformed into a string

of the language (the phenotype) by means of a mapping function,

and eventually into a �tness value. Unfortunately, the �exibility

brought by the mapping is also likely to introduce non-locality

phenomena, reduce diversity, and consequently hamper the ef-

fectiveness of the algorithm. In this paper, we propose a novel

technique for promoting diversity, able to operate on three di�er-

ent levels: genotype, phenotype, and �tness. �e technique is quite

general, independent both from the speci�c problem being tackled

and from other components of the evolutionary algorithm, such

as genotype-phenotype mapping, selection criteria, and genetic

operators. We experimentally demonstrate its e�cacy in a wide

range of conditions and from di�erent points of view. �e results

also con�rm the preponderant importance of the phenotype-level

analyses in diversity promotion.
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1 INTRODUCTION
Grammatical Evolution (GE) is an Evolutionary Algorithm proposed

by Ryan, Collins, and O’Neill in 1998 [5]. It encodes individuals

into genomes as unstructured, variable-length sequences of bits

grouped in codons, eventually interpreted in the context of a user-

supplied grammar. Both advantages and disadvantages of such

an approach are apparent: changing the base grammar allows to
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exploit the very same EA for virtually any possible problem with-

out modi�cations; on the other hand, the rather indirect mapping

between genotypes and phenotypes is likely to impair the evolution

process. Not surprisingly, in the past 25 years literature reports

several successful application of GE [1], together with scholarly

articles that scrutinize its peculiar evolutionary processes, such

as [2, 4, 9, 10].

Also related to the mapping procedure, the inherent structure

of GE clearly separates three levels: genotype, the sequence of bits;

phenotype, the string resulting from the chosen productions; and

�tness, the evaluation of the phenotype in the context of the current

problem. As the distinction is known to play a signi�cant role when

devising and evaluating diversity promotion mechanisms, GE o�ers

an unparalleled testbed in such analyses.

�e lack of diversity frequently limits the e�ectiveness of evo-

lutionary algorithms [7]. Scholars agree that the maintaining of a

high level of diversity within the population is important and pro-

posed many niching methods for promoting diversity [3, 6]. Most

of them work at the level of genotypes, as in this level it is usually

quite easy to de�ne a distance metric. However, as the natural

phenomenon interests specimen, such methods are e�ective only

when the distance between genotypes is related to the distance

between phenotypes. On the other hand, working directly at the

level of phenotype is usually impracticable, while the connection

between �tness values and phenotypes is even more feeble.

�is paper proposes a technique for promoting diversity in GE

independent from the problem tackled (actual grammar and �tness)

and from other GE components (genotype-phenotype mapping,

selection criteria, and genetic operators). �e technique may be

set to operate at a very speci�c level (i.e., genotype, phenotype, or

�tness), and for each level its e�ect on the performances is evaluated

on four di�erent problems. �e experimental results also suggest

that similar mechanisms could be bene�cial for di�erent type EAs.

2 PROPOSED APPROACH
We brie�y present our modi�ed version of GE including a Diversity

Promotion mechanism, which we called DP-GE. It exploits a niching

method, with explicit neighborhood, but using zero as niche’s radius.

Indeed, at any level, detecting clones, that is, individuals that are

exactly alike, is quite easy.

DP-GE evolves a population of npop sets of individuals, each one

corresponding to a 0-radius niche. Sets form a partition I of a

larger population, and individuals in the same niche are equiva-

lent according to a speci�c relation: each set in the partition has

a representative. Whenever an individual has to be selected for

reproduction, the selection criterion is applied on the set of rep-

resentatives. �us, the niche is selected �rst, then one individual
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Table 1: Best �tness (mean and standard deviation across
repetitions) for GE and di�erent DP-GE variants (with the
Youngest parent representative criterion) for di�erent geno-
type sizes |д | and problems. In each row, the best �gure is
highlighted.

DP-GE

Problem GE Geno. Pheno. Fitness

Harmonic 7 ±1.8 8.3±3.4 5.9±0.6 6.2±1.7

Polynomial 0.9±0.4 1.1±0.6 0.5±0.3 0.6±0.4

Santa-Fe 39.2±5 40 ±6 33.7±2.8 34.9±4.9

Text 3.6±1.5 3.8±1.3 2.1±0.8 4.3±1.6

inside the niche is chosen, reducing the probability to be selected

for individuals in crowded niches. We impose a maximum size npart

to each partition.

�ere are 4 selection criteria in DP-GE, each operating on an

input set of individuals and giving in output a single individual: Se-

lectParent, SelectUnsurvival, ParentRep, and UnsurvivalRep.

�e la�er two criteria are used to build the set of representatives

of the partitions in I, respectively in the reproduction phase and

in the deletion phase. �e former two criteria are used on the set

of representatives in the same way they are used in the standard

GE algorithm.

We considered di�erent options for the DP-GE speci�c compo-

nents ParentRep and UnsurvivalRep: for space constraints we

here present the results obtained with youngest individual and

oldest individual criteria, respectively. Concerning the equivalence

relation, we explored 3 options consisting in considering two indi-

viduals equivalent if they have the same genotype, or phenotype,

or �tness.

3 EXPERIMENTAL EVALUATION
We performed an experimental evaluation with the 4 benchmark

problems used in [4] and the following parameters: population

of 500 randomly initialized individuals, 50 generations, genotype

size of 256 bit, two-points crossover with 0.8 probability, bit �ip

mutation (pmut = 0.01) with 0.2 probability, tournament parent

selection with size 5, worst �tness unsurvival selection, steady-state

replacement, codon size of 8 bit, and max wrappings of 5.

For GE and each of the design variants of DP-GE we performed

30 independent evolutionary runs on each problem. For DP-GE, we

set the partition size npart to 20—we experimentally veri�ed that

small perturbations to this parameter do not alter substantially the

overall �ndings.

Table 1 shows the mean value and the standard deviation, across

the 30 runs, of the �tness of the best individual at the end of the

evolution, with the Youngest criterion. It can be seen that DP-GE

outperforms GE in all cases. In particular, the variant Youngest-

Phenotype obtains be�er �tness values for all the problems. �e

di�erence w.r.t. GE is statistically signi�cant (p < 0.01 with the

Mann-Withney test) for Youngest-Phenotype DP-GE on all prob-

lems.

We carefully analyzed the raw results of our experimentation

in order to understand why DP-GE, and in particular its variant

Youngest-Phenotype, consistently outperformed GE. We believe

that one of the main motivations is in the ability of DP-GE to

generate larger phenotypes. From an high level point of view, our

claim is consistent with the �ndings of [8]. In facts, the cited paper

demonstrates that GE is highly redundant and, moreover, that the

redundancy is not uniform, being instead biased towards small

phenotypes. Promoting diversity and, thus, decreasing redundancy

may help to obtain larger phenotypes.

4 CONCLUDING REMARKS
GE is a modular EA promoting a sharp separation between geno-

types and phenotypes: the former are sequences of bits while the

la�er are programs in any language described by a context-free

grammar. A key issue with GE is preserving an adequate amount

of diversity during evolution. While diversity is a potential issue in

many EAs, GE tends to be particularly prone to magnifying such

issue due to its inherent structure.

In this work, we have proposed a mechanism for promoting

diversity in GE, called DP-GE, that is a form of niching in which

each niche (partition) is formed by clones. Genetic operators are

applied to individuals that belong to di�erent partitions and may

be selected based on various criteria.

We assessed experimentally DP-GE and compared it against

GE in terms of e�ectiveness: our proposal leads to consistent im-

provements in the �tness of the solutions, o�en due to its ability

to construct solutions consisting of longer phenotypes. Although

our experiments did not identify a clear winner among the design

variants and parameter values that we analyzed, we believe that our

proposal may indeed constitute an e�ective framework for building

practical GE applications.
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