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ABSTRACT
Feature selection can be considered a multi-objective problem since
its two main objectives usually con�ict with each other. Many
Pareto dominance-based algorithms have been applied to feature
selection. However, feature subsets evolved by these algorithms
are mostly around the center of the Pareto front. MOEA/D can
avoid this issue to some extent, but still needs to be modi�ed when
applying it to solve complex feature selection problems. �is paper
proposes a new decomposition strategy for feature selection called
MOEA/D-MRPs which uses multiple reference points instead of
multiple weight vectors. �e proposed algorithm, is evaluated on
eight di�erent datasets and compared with three Pareto dominance-
based algorithms and the standard MOEA/D algorithm. Experi-
mental results show that MOEA/D-MRPs can e�ciently evolve
a more diverse set of non-dominated solutions than three Pareto
dominance-based algorithms and achieve be�er classi�cation per-
formance than the standard MOEA/D algorithm. On large datasets,
MOEA/D-MRPs is also the most e�cient algorithm.
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1 INTRODUCTION
A rapid growth in technologies results in datasets with a large num-
ber of features, which o�en causes an intensive computation cost
and a poor performance in a classi�cation system. Feature selection
aims to select a small proportion of the original features (f Rate)
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and reduce the classi�cation error (eRate). �ese two main objec-
tives are usually in con�ict, so feature selection can be considered
as a multi-objective problem.

Evolutionary Computation (EC) is a family of population-based
optimization algorithms, which provide a set of non-dominated
solutions to a multi-objective problem in a natural way. Several
evolutionary multi-objective (EMO) algorithms evaluate candidate
solutions by using a Pareto dominance relation. Although Pareto
dominance-based algorithms usually work well on problems having
two or three objectives, they can not �nd optimal or near optimal
solutions on the edges of the Pareto front for combinatorial prob-
lems [3] such as knapsack or feature selection [7]. MOEA/D [4],
a representative of scalarising function-based algorithms, is usu-
ally be�er than Pareto dominance-based algorithms in terms of
preserving diversity and e�ciency [2]. MOEA/D decomposes a
multi-objective problem to many scalar sub-problems by a set of
weight vectors. Initializing the weight vectors is a challenging task
since it depends on the true Pareto front, which is unknown in most
real-world problems. In this work, we will propose a novel decom-
position method for MOEA/D to solve feature selection problems,
which can provide an even distribution of solutions regardless of
the true Pareto front shape.

2 A NOVEL DECOMPOSITION STRATEGY
In the standard MOEA/D framework, a multi-objective problem
is decomposed by a set of weight vectors. In our work, a set of
reference points, uniformly allocated on the f Rate axis, is used
instead of weight vectors to guide the search for solutions on the
Pareto front. Each reference point represents the ideal feature
subset with 0% classi�cation error and (nr ef = re f Rate∗n) features,
where n is the total number of original features. A reference point
de�nes a sub-problem of �nding an optimal solution on the Pareto
front with the same or smaller number of features. �e search
spaces of the sub-problems are smaller than the original search
space. �e task of MOEA/D is to push each candidate solution
of a sub-problem towards the reference point, so that it can �nd
the optimal solution. �e �tness function of each sub-problem is
designed as follows.

f itness (S ) = eRate (S ) + 100 ∗max ( |S | − nr ef , 0) + 0.01 ∗ |S | (1)

where S is a feature subset which contains |S | features.
�e primary component of the �tness function is the eRate(S),

which must be minimized. �e second component is a penalty
value to ensure that the number of selected features in S should
not exceed nr ef . �e last component shows a weak preference
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Figure 1: Best Pareto fronts
for a smaller feature subset among feature subsets with the same
classi�cation error but di�erent numbers of features.

MOEA/D uses neighborhood to guide its search. �e neighbors
of a sub-problem are sub-problems, whose reference points are
close to the sub-problem’s reference point.

When MOEA/D constructs a new candidate for a sub-problem
with constraints, it may have to repair the candidate. In the multiple
reference points strategy, each feature subset of a sub-problem
should contain at most nr ef features. To repair infeasible feature
subsets, a simple strategy is to remove features until the constraint is
satis�ed. Firstly, each selected feature of a sub-problem will be used
to classify the training dataset to obtain its classi�cation accuracy.
�e repair process starts from the selected feature with the lowest
classi�cation performance. One might argue that the removed
feature may work well with the remaining features despite the
low classi�cation performance by itself. In this case, the neighbor
sub-problem with a slightly larger nr ef will contain the removed
feature and this information is sent to the sub-problem in the next
step of the search and guides it to re-select the removed feature.
Since all classi�cation accuracies of single features are calculated
in advance, this removing process is very e�cient. �e proposed
algorithm is called MOEA/D-MRPs.

3 EXPERIMENT DESIGN
MOEA/D-MRPs was compared to the standard MOEA/D and the
three Pareto dominance-based algorithms (NSGA-II [1], SPEA2 [8]
and OMOPSO [6]) on eight datasets selected from the UCI machine
learning repository [5]. �e candidate solutions are evaluated by
K-nearest neighbor (KNN) where K is set to 5. For all algorithms,
the population size and the maximum number of iterations are 100.
In each run, the datasets are divided into training and test sets with
the proportions of 70% and 30%, respectively. During the training
process, KNN with 10-fold cross-validation is applied to calculate
the classi�cation error rate. �e evolved feature subsets are then
evaluated on the test set to obtain their testing accuracies.

4 RESULTS AND ANALYSIS
Each algorithm is run 50 independent times resulting in 50 sets of
non-dominated solutions, which are combined into a single set of
solutions. From the union set, all the non-dominated solutions are
selected to form the best Pareto front, as shown in Figure 1. �e
�gures represent the best Pareto fronts on the test sets of the Musk1
dataset. In each sub-�gure, the two numbers inside the brackets
show the total number of original features and the testing accuracy

Table 1: Hypervolume Results

MRPs MOEA/D NSGA-II SPEA2 OMOPSO
0.774 0.753(+) 0.739(+) 0.759(+) 0.723(+)

of using all features. �e horizontal and vertical axes represent
f Rate and eRate , respectively. As can be seen from the �gure,
despite selecting less than 20% original features, MOEA/D-MRPs
can evolve at least one feature subset that is be�er than the set of
all features on both training and test sets. Although the pa�erns of
Pareto fronts evolved by MOEA/D-MRPs and standard MOEA/D
are quite similar, given the same number of features MOEA/D-
MRPs usually achieves lower error rate. In comparison with the
three Pareto-dominance algorithms, the non-dominated solutions
evolved by MOEA/D-MRPs are distributed more evenly on the
objective space.

�e hypervolume indicator is used to examine the �ve algorithms.
Since each algorithm is run 50 independent times resulting in 50
hypervolume values, a Wilcoxon test with signi�cance level of 0.05
is used to compare between MOEA/D-MRPs and other algorithms.
As can be seen from Table 1, the proposed algorithm achieves a
signi�cantly higher hypervolume value than the other algorithms,
which shows that MOEA/D-MRPs can evolve be�er Pareto fronts.
“=”, “+”, “-” mean that MOEA/D-MRPs is similar, signi�cantly be�er
or worse than the other algorithms, respectively.

5 CONCLUSIONS
�is paper proposed a new decomposition strategy for the multi-
objective feature selection problemwhere a set of evenly distributed
reference points on the f Rate axis is used instead of a weight vector
set. Experimental results show that MOEA/D-MRPs achieves be�er
classi�cation accuracy than standard MOEA/D and evolves more
evenly distributed non-dominated solutions than the three Pareto
dominance-based algorithms. By allocating individuals evenly with
respect to the feature rate, MOEA/D-MRPs performs more e�-
ciently than other algorithms on large datasets.
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