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ABSTRACT
Model-building optimisation methods aim to learn the structure
underlying a problem and exploit this to direct the exploration of
solutions. �is generally interleaves two processes: Generating
samples (from the model), and updating the model (using selected
samples). In most estimation of distribution algorithms (EDAs),
e.g. BOA, selection is used only in the la�er, to determine which
samples are retained for updating the model. In contrast, other
evolution-inspired algorithms (such as rHN-G and MACRO) use
selection di�erently - within the process that generates samples
from the model. It has been hypothesised that this ’constructive
selection’ process can facilitate optimisation that other EDAs can-
not but this has not been previously shown. Here we investigate
these distinctions using constraint optimisation problems with a
very simple modular structure. We �nd that a simple constructive
selection method (rHN-g) can solve these problems in time poly-
nomial in the problem size whereas other methods, such as BOA,
require exponential time. We con�rm that this result arises not
from any di�culty in acquiring an accurate model but because of
how samples are generated given the model. �is suggests that by
using constructive selection other EDAs could exploit the models
they learn more e�ciently to solve otherwise unsolvable problems.
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1 INTRODUCTION
Model-building optimisation methods can learn how to decom-
pose an optimisation problem into nearly-separable sub-problems
without a priori knowledge of the underlying problem structure.
Identifying such modularity aims to exploit the familiar idea of
separating a problem into smaller, simpler sub-problems, solving
these sub-problems and then re-combing these solutions to solve
the original problem. �is forms the basis of the building block
hypothesis [2, 4].

Here we show that using selection during the generation of
samples from the learnt model results in a signi�cant e�ciency
gain over the more familiar use of selection which is to �lter out
candidate solutions. We introduce the terms of �lter selection (the
conventional approach) and constructive selection:

EDAs with Filter selection: �e model is used to generate
complete solutions without any input from selection. Selection is
then used to determine whether that solution is good enough to be
used to update the model.

Constructive selection: �e model and selection are used to-
gether to generate solutions. Speci�cally, selection is used (within
an iterative process) to assess whether a model-informed modi�ca-
tion to a solution improves its �tness. A�er generating the samples
the model is updated accordingly.

Filter selection is the more familiar type of selection used in
all genetic algorithms and Estimation of Distribution Algorithms
(EDAs). EDAs generate new candidate solutions probabilistically
from the model and apply a �lter to determine whether it is then
used to update the model (using selection a�er generation) [3]. Con-
structive selection is an idea developed in recent work by Watson
and colleagues in the development of multi-scale search algorithms
(MSS). �ey di�er to EDAs, namely in the generation of samples
where partial solutions are probabilistically generated and selection
is used to determine if the partial solution is incorporated into the
candidate solution (using selection during generation). �e restart
Hop�eld Network with Generative associations (rHN-G) [8] is a
simple example of constructive selection.

Here we are focused on the performance di�erence between
�lter selection and constructive selection. As such, the Bayesian
Optimisation Algorithm (BOA) [6] is selected as the example for �l-
ter selection due to its widely acknowledge performance on di�cult
model-building optimisation problems [1, 5, 7]. Whilst rHN-G’s
performance is basic and limited, the fact it performs constructive
selection enables it to outperform a sophisticated algorithm for
optimisation problems with hierarchical modular structure. Such
a problem is the idealised nearly-decomposable constraint opti-
misation problem: the modular constraint (MC) problem [8]. �e
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Figure 1: Fitness evaluations required to solve the MC prob-
lem. �e error-bar shows the range of values from the 50
independent runs. �e solid lines are trend lines calculated
from the average data points. Maxin represents the number
of incoming edges into a node in the Bayesian graph. BOA
results use an exponential �t and the rHN-G result uses a
linear �t.

problem is chosen to speci�cally highlight the performance di�er-
ence between the selection methods: precisely what constructive
selection can do and �lter selection cannot. �us, we argue, by
using constructive selection it is possible to exploit the learnt infor-
mation in a more e�cient manner for this class of problem.

2 RESULTS
Fig. 1 presents the average number of �tness evaluations required to
solve the MC problem. �e superior performance of rHN-G allowed
us to quantify results for signi�cantly larger problem sizes than for
BOA. For all the BOA experiments the number of �tness evalua-
tions required scales exponentially with module size even when
increasing the complexity of the model. �e e�ciency gain seen
in BOA by increasing MaxIn is misleading as the time-complexity
of model induction is not included. �e results show that by using
constructive selection in replacement of �lter selection provides a
signi�cantly more e�cient algorithm. �e problem structure is not
di�cult to learn for both algorithms, however the way in which
the information is exploited by selection determines whether the
problem can be solved or not.

To further illustrate this, we separate the components of the time-
complexity from model induction and generating samples. Both
algorithms are provided with the model that identi�es modules but
we do not provide information on how to put the modules together.
�is e�ectively makes the algorithms the same: the only di�erence
is the selection method. Learning the inter-module dependencies is
very di�cult but rHN-G does not need to learn the inter-module
connections to solve the problem: constructive selection puts the
modules together correctly and easily.

Fig. 2 presents the results for BOA and rHN-G given the model.
It is clear from this �gure that even given the correct model of
the modular structure BOA is still unable to solve the problem
in polynomial time. BOA required an exponential �t, speci�cally
0.5(2n ), whereas rHN-G only required 1.1(n logn). �is result
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Figure 2: Average number of �tness evaluations required to
solve the MC problem given BOA and rHN-G have been sup-
plied with the problem structure. BOA scales exponentially
(2n ) and rHN-G scales as n logn.

con�rms that the e�ciency saving seen between rHN-G and BOA
is a result of using constructive selection over �lter selection.

3 CONCLUSION
Here we introduce the term of constructive selection to di�erenti-
ate from the conventional (�lter) use of selection. We have found
that using constructive selection in model-building optimisation
methods results in a reduction in time-complexity required to solve
a modular constraint optimisation problem from exponential, using
�lter selection, to polynomial, using constructive selection. We ver-
ify that this result is caused by di�erences in the ability to generate
good samples from the model and not from di�erences in model
induction complexity.
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