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ABSTRACT
Striking an e�ective balance between exploration and exploita-
tion (E&E) is still one of the major concerns when using evolution-
ary algorithms (EAs) in dynamic environments. In this work, a new
scheme for adaptively balancing E&E in EAs is proposed. Based on
the results of a statistical Pre-Post analysis of the population, the
next search mode can be decided (i.e., exploration or exploitation).
�e experimental results showed that our proposal excels versus
several competing approaches from the state of the art.
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1 INTRODUCTION
Evolutionary algorithms (EAs) are among the most widespread and
successful optimization approaches that have addressed dynamic
optimization problems (DOPs). Out of all the existing problems
in DOPs, convergence is one of the major concerns with EAs in
dynamic environments. �is is because adapting to the new envi-
ronment would be di�cult a�er convergence occurs and speci�c
techniques are required to escape the local optima.

In this work, we introduce PROS: a new adaptive EA based on
population Pre-Post testing for DOPs. While most of the existing
adaptive approaches rede�ne the mutation rate or the population
size to quickly adapt to changes, we intend to establish an adaptive
scheme to explicitly balance E&E all along the optimization process.
Indeed, our proposal is to manage the transitions between the two
behaviors based on the results of a Pre-Post testing of the population
between two time steps. �erefore, if the exploitation activity -for
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instance- fails in di�cult regions to make an improvement, the
algorithm shi�s its behavior towards exploration.

2 THE PROPOSED APPROACH
In order to be�er steer the search direction, our proposal is to an-
alyze the population behavior a�er the accomplishment of each
search activity to determine possible future improvement or stag-
nation in the population. �is will allow the algorithm to make
its choice between E&E in an adaptive manner. To be done, we
perform a Wilcoxon signed-rank test to compare the �tness means
of the population between two time points, so that to measure pop-
ulation behavior in this time span. �erefore, if the current search
mode failed to improve the population so far (which is manifested
by a non-signi�cant di�erence between the two samples of the
population), the algorithm shi�s towards the other search mode.
�is way, the selected activity lasts as long as it is able to enrich
the population, and the search mode is switched otherwise.

In PROS, the exploration activity is handled by a Steady state ge-
netic algorithm, while the exploitation activity is assigned to a Hill-
climbing local search. �us, the two-subpopulations are evolved
independently during the E&E activities, and the migration of indi-
viduals is allowed at the end of each search activity. �e migration
policy used here is the “best-worst”. Besides, and to be�er tackle
the dynamics of the environment, PROS uses a re-initialization
scheme based on a memory of past solutions. �erefore, the cur-
rent population goes �rst through a reevaluation, then the best
solutions retrieved from the memory are inserted in the population,
and �nally a small rate of random individuals are inserted.

3 EXPERIMENTAL STUDY
In order to evaluate the performance of our proposal, we compare
it to several EAs from the state of the art: EBEE [2], DPGA [4],
MIGA [6], and a random search algorithm. �e dynamic knapsack
problem (DKP) is used as a dynamic test environment, for which we
generate static KPs using the generator proposed in [5]. A�erwards,
the dynamic instances were generated as proposed in [3]. Besides,
we test under several dynamic environments with di�erent base
states k : cyclic environment with k = 2 (CE(2)) and k = 5 (CE(5)),
cyclic environment with noise and k = 5 (CE+N(5)), and random
environment (RE(25)). In our experiments, all the considered al-
gorithms were parameterized as in [2], and the Best-of-generation
Fitness (BOG) and Fitness Degradation [1] measures are used to
allow meaningful comparison between the competing algorithms.

�e experiments presented in this paper provide important in-
sights into the strength of our proposal. �e main aspects underly-
ing the e�ciency of PROS for DOPs can be summarized as follows.
First, it outperformed all the considered algorithms in terms of
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Figure 1: Comparison of algorithms average running performance on BOG for CE(2), CE+N(5), and RE(25) (from le� to right)

Table 1: Results of the βdeдradation measure

Environment n PROS EBEE DPGA MIGA RS

CE(2)

100 3.72E-03 6.30E-03 9.28E-03 1.01E-02 -1.00E-03
300 7.41E-03 7.94E-03 6.88E-03 7.11E-03 2.17E-03
500 7.67E-03 5.74E-03 4.42E-03 4.99E-03 -6.18E-04
700 6.02E-03 4.12E-03 2.74E-03 3.92E-03 1.02E-04

1000 4.41E-03 2.10E-03 2.00E-03 3.93E-03 -4.37E-04

CE(5)

100 3.76E-03 6.26E-03 8.65E-03 7.94E-03 -5.97E-03
300 8.16E-03 6.65E-03 6.62E-0 5.19E-033 1.01E-03
500 6.54E-03 5.38E-03 3.13E-03 3.32E-03 -4.53E-03
700 5.62E-03 3.89E-03 2.84E-03 3.62E-03 1.67E-03

1000 5.40E-03 4.32E-04 -3.49E-03 -3.06E-04 -1.35E-04

CE+N(5)

100 1.08E-02 4.39E-02 5.26E-03 5.17E-03 3.63E-03
300 7.42E-03 6.51E-03 4.58E-03 5.89E-03 -6.47E-03
500 3.07E-03 3.52E-03 1.86E-03 2.38E-03 -1.70E-02
700 4.69E-03 4.23E-03 -1.38E-03 2.49E-03 -4.37E-03

1000 5.69E-03 4.98E-03 2.56E-03 -2.83E-03 -4.96E-03

RE(25)

100 1.96E-02 2.17E-02 9.24E-03 1.57E-02 7.31E-03
300 7.45E-03 6.79E-03 4.38E-03 4.43E-03 6.63E-03
500 4.95E-03 3.61E-03 2.69E-03 2.27E-03 -4.55E-03
700 5.04E-03 3.26E-03 2.10E-03 1.93E-03 3.72E-03

1000 4.71E-03 6.87E-03 1.72E-03 -3.24E-05 -3.07E-03

Rank 1 2 3 3 5

BOG for all the considered environment con�gurations and prob-
lem instances. Second, according to the results obtained by the
βdeдradation measure, PROS showed to have a desirable horizon
of future high performance compared to the rest of algorithms. And
�nally, although EBEE is a well performing algorithm, the adaptive
mechanism used in PROS showed to be more e�ective in steering
the balance between E&E.

In an a�empt to quantitatively assess the balance between E&E
in PROS, we measured the duration of E&E activities by recording
the number of evaluations spent between two consecutive search
mode switches (NESM). In �gure 2, we plot NESM over the total

number of evaluations, for problem instances of size 100 and 500.
It is apparent from these plots that NESM keeps on moving up
and down all along the optimization process, which implies a non-
uniform duration of the E&E activities. Although E&E phases are
not expected to be equally long, there is some evidence that this
�uctuation is essential for allowing the algorithm to maintain good
performance. Indeed, mode switches arise when no improvement is
experienced between two iterations and in order to prevent future
performance degradation. �is is well re�ected on the performance
of PROS when examining the plots of BOG, and �tness degradation
measure: while the curves of the rest of algorithms undergo many
falls and rises due to environmental changes, the curves of PROS are
clearly the most stable, which indicates a balanced search engine.
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Figure 2: Average number of NESM for n=100 (�rst line) and n=500 (second line)
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