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ABSTRACT
�is work makes a comparison between di�erent parameter tuning
strategies and a strategy based on randomized parameterization in
a pool-based model for the particle swarm optimization algorithm.
�e proposed method is compared against strategies that imple-
ment dynamic adaptation of parameters through the use of fuzzy
inference systems. �e experiments show results that support a
hypothesis stating that the use of randomized parameterization can
make a pool-based particle swarm optimization algorithm perform
as well as its dynamically adapted counterpart.
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1 INTRODUCTION
�is work proposes the use of a randomized parameter se�ing
(RPS) strategy to determine the values of the parameters in particle
swarm optimization (PSO) instances in a pool-based model. �e
bene�t of implementing this strategy is that one does not need to
perform an optimization of the parameters in a PSO instance using
a computationally demanding method, as all the parameters are
set to random values. �e drawback for this approach could be
that se�ing the parameters in a randomly fashion is not going to
be as e�ective as using a dynamic adapter, another optimization
method, or even set the parameters manually. �is work presents an
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experiment that support the claim that the proposed method could
be as e�ective as a dynamic adapter, speci�cally a fuzzy inference
system.

2 PROPOSED METHOD
�e proposed method is designed to accelerate the convergence of
the PSO algorithm. �e hypothesis that was taken into considera-
tion for this method is that extending PSO to a parallel architecture
should increase the position diversity of the particles, and avoid
premature convergence around local optima and should yield be�er
results because of this, as explained by S. Cheng in [1]. Further-
more, each device in the parallel architecture that is searching for a
solution is con�gured with a random set of parameters, as proposed
by Y. Gong and A. Fukunaga in [2]. �is aproach, as [2] expresses it,
exploits the fact that with a su�cient number of instances of an EA,
there is a high probability that one of the instances will have a set
of randomized parameters that performs well on a given problem.

3 EXPERIMENTS
In order to compare the proposed method presented in Section
2, a set of other parameter tuning strategies were de�ned. �ese
strategies are based on the ones presented in the work by Melin et
al. [4], where a dynamic adaptation of the cognitive and the social
factors in the particle swarm optimization algorithm is performed
using a fuzzy inference system.

�e objective of the work in [4] was to determine what com-
bination of inputs was be�er to perform a dynamic adaptation of
parameters in a PSO. In the case of the present work, the authors
propose that a randomized parameterization will achieve be�er or
similar results than any of the proposed strategies in [4], supporting
the idea that a good parameter tuning in EAs can be achieved by
randomized parameterization.

To give shorter descriptions of the dynamic adaptation strate-
gies, it can be mentioned that all of the membership functions are
described by triangular functions. For a triangular membership
function, one has to de�ne three points (a, b, and c), where f (a) = 0,
f (b) = 1, f (c ) = 0, and a <= b <= c . �e social and the cognitive
factors, represented by c1 and c2, range in domain from 0 to 3, as
values in this interval are recommended in the literature [3]. �e
rule bases for the strategies are obtained from [4].

�e �rst strategy, called Fuzzy PSO 1, is con�gured as follows.
�e �rst antecedent, iterations, has a domain from 0 to 1, which
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represents the percentage of iterations completed at a certain point,
and is described by three adjectives: low, medium, and high. In the
case of low, a = 0, b = 0, and c = 0.5; for medium, a = 0, b = 0.5,
and c = 1; and for high, a = 0.5, b = 1, and c = 1. �e second
antecedent, diversity, has a domain from 0 to 1, and is described by
three adjectives: low, medium, and high. In the case of low, a = 0,
b = 0, and c = 0.5; for medium, a = 0, b = 0.5, and c = 1; and for
high, a = 0.5, b = 1, and c = 1. For the consequents, c1 and c2, both
have a domain from 0 to 3, and are described by �ve adjectives each:
low, medium-low, medium, medium-high and high. In the case of
low, a = 0, b = 0.5, and c = 1; for medium-low, a = 0.5, b = 1, and
c = 1.5; for medium, a = 1, b = 1.5, and c = 2; for medium-high,
a = 1.5, b = 2, and c = 2.5; lastly, for high, a = 2, b = 2.5, and c = 3.

�e second strategy, called Fuzzy PSO 2, is similar to Fuzzy PSO
1, with a slight di�erence in the antecedents. Instead of iterations
and diversity, it uses iterations and error. �is antecedent, error,
has a domain from 0 to 1, and is described by three adjectives: low,
medium, and high. In the case of low, a = 0, b = 0, and c = 0.5; for
medium, a = 0, b = 0.5, and c = 1; and for high, a = 0.5, b = 1, and
c = 1. �e remaining antecedent and consequents are described
the same way as in Fuzzy PSO 1.

For the third strategy, called Fuzzy PSO 3, iterations, diversity
and error are considered as antecedents, and c1 and c2 as the con-
sequents. All of them are de�ned the same as in Fuzzy PSO 1 and
Fuzzy PSO 2.

In the case of the proposed method, �ve instances of PSO are
created, which are going to be drawing individuals from the pop-
ulation in the server pool. Every time an instance obtains a new
sample of individuals, it performs an evolutionary process of only
one generation, using randomized values for c1 and c2. �e sample
size will be N /5, meaning that each device will have an equally
sized sample. �e samples always gather the individuals by random
choice.

For each of the strategies mentioned in this Section, an initial
population of 200 individuals is randomly generated, and they will
be evolved for 100 iterations.

�e number of evaluations required for each method to reach
certain threshold of error is recorded. In order to avoid converging
to said threshold too soon or too late, a simple PSO with c1 = 1
and c2 = 3 is run 100 times, and the error obtained by the 90th
percentile is used as the threshold. �e reason behind this is that if
a very low threshold is used, the strategies could never converge to
it, and every strategy would report similar number of evaluations.
Likewise, if a very high threshold is used, the strategies could
converge to it too early, and every strategy would also report similar
number of evaluations.

4 RESULTS
�e basic procedure is to perform comparisons between each strat-
egy against the proposed method, called PB-RPS PSO (pool-based
randomized parameter se�ings PSO) in the results table. �ese
comparisons take into consideration the number of evaluations
required to achieve certain threshold, as is explained in Section 3.

For the comparisons, 100 runs of each strategy are performed,
and the number of evaluations is recorded a�er each run. �e
average and standard deviations are calculated and used to perform

Table 1: Comparison of Number of Evaluations for Each
Method Using the Rastrigin Function Benchmark

Method µ SD n t-Value CI
PSO 4585.93 6756.02 100 3.3529 > 99.8%

Fuzzy PSO 1 3148.97 5625.51 100 1.6683 > 90%
Fuzzy PSO 2 2332.24 4056.50 100 0.5252 -
Fuzzy PSO 3 2648.31 4808.98 100 1.0102 -
PB-RPS PSO 2055.44 3363.98 100

hypothesis tests. In the case of the comparisons in terms of diversity,
30 runs of each strategy are performed, for 100 generations. A�er
each generation �nishes its evolutionary process, the diversity in
the particles is recorded, giving as result a record of 100 diversities
for each of the 30 runs. In order to obtain the �nal averages and
standard deviations for each strategy, the average and standard
deviation of the 100 generations is calculated for each of the 30
runs, and the average is calculated for these 30 averages and 30
standard deviations, and they are used to perform hypothesis tests.

For the diversity comparisons, the hypothesis tests are consid-
ering that the proposed method obtains a higher diversity in its
population. In the case of the number of evaluations, what is being
considered is that the proposed method obtains a lower number
than the other strategies. �e results tables

Table 1 shows the results for the Rastrigin benchmark function.
�is Table shows t-Values and con�dence intervals to illustrate how
well the proposed method performed against the corresponding
strategy. If a hyphen is printed instead of a con�dence interval,
this means that the proposed method performed similarly than the
corresponding strategy (a t-Value corresponding to a con�dence
interval of less than 80% was calculated).

5 CONCLUSIONS
�e results obtained in this work support the use of randomized
parameterization in the particle swarm optimization algorithm
when used in a pool-based model. A high diversity in the particles
should help the algorithm to not fall into local minima prematurely,
and a low number of evaluations means less computational power
is needed in order to obtain satisfactory results.
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