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ABSTRACT
�e learning time of the synaptic weights for feedforward neural
networks tend to be very long. In order to reduce the learning time,
in this paper we propose a new learning algorithm for learning
the synaptic weights of the single-hidden-layer feedforward neu-
ral networks by combining the upgraded bat algorithm with the
extreme learning machine. �e proposed approach can e�ciently
search for the optimal input weights as well as the hidden biases,
leading to the reduced number of evaluations needed to train a
neural network. �e experimental results based on classi�cation
problems and comparison with other approaches from literature
have shown that the proposed algorithm produces a satisfactory
performance in almost all cases and that it can learn the weight
factors much faster than the traditional learning algorithms.
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1 INTRODUCTION
During last few decades arti�cial neural networks (ANN) have
been increasingly used for various practical applications. Single-
hidden-layer feedforward neural networks (SLFN) are widely used
for classi�cation problems [8]. Back-propagation (BP) algorithm is
used for optimizing the network performance by training the SLFN.
�e Levenberg-Marquardt (LM) algorithm has also wide applica-
tions in training the SLFNs. Although these algorithms have good

∗�is research is supported by the Ministry of Education, Science and Technogical
Development of Republic of Serbia, Grant No. III-44006

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
GECCO ’17 Companion, Berlin, Germany
© 2017 Copyright held by the owner/author(s). 978-1-4503-4939-0/17/07. . .$15.00
DOI: h�p://dx.doi.org/10.1145/3067695.3076088

performance they have their shortcomings such as slow conver-
gence and ge�ing stuck into local minima. In order to avoid these
drawbacks, in this paper we investigate the use of the extreme learn-
ing machine (ELM) which as a tuning-free method is a surprisingly
e�cient for learning neural networks with a single hidden layer.
In the ELM, the input weights and the hidden biases are randomly
generated, while the output weights, unlike the traditional neural
networks, are algebraically determined by solving a linear system
of equations. Solving a general linear system Ax = b, where Amay
be singular and may even not be square is a delicate issue, though it
becomes simpler by using the Moore-Penrose generalized inverse
method. By combining with the Moore-Penrose generalized inver-
sion, ELM not only become much faster than the classical neural
networks, but also has a be�er performance for the training phase.

Even though the ELM can obtain good results during the process
of training and testing of neural networks, the main disadvantage
of these networks is the non-optimal tuning of the input weights
and biases. Moreover, the extreme learning machines, in order to
adequately adjust the weight coe�cients, o�en require a larger
number of hidden neurons in comparison to the number of hidden
neurons used by conventional learning algorithms.

Swarm intelligence and other nature-inspired algorithms, based
on a random selection can produce be�er results compared to the
conventional algorithms hence it can be expected that their in-
corporation into the extreme learning machine can improve the
performance. For example, di�erential evolution (DE) is one of
the �rst such algorithms that combined with the extreme learning
machines produced good performance [2]. Particle swarm opti-
mization (PSO) was also used to select input weights and hidden
biases in a meaningful way with the aim of achieving the best
performance of ELM in [3].

Further improvements are still possible and in this paper a new
method called UBA-ELM combining the ELM with an upgraded bat
algorithm (UBA) is proposed as a novel learning method for tuning
extreme learning machine so as to perform be�er classi�cation. In
the proposed method, the upgraded bat algorithm is used to opti-
mize input weights and hidden biases according to the root mean
squared error (RMSE), while the output weights are algebraically
calculated by the Moore-Penrose (MP) generalized inverse.

2 THE PROPOSED UBA-ELM
Bat algorithm (BA) is a new population based metaheuristic ap-
proach proposed by Xin-She Yang [11] and it was used for classi�ca-
tion problem [9], [10]. In order to enhance the search performance
of the BA and also to provide a be�er combination with ELM and
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to avoid being trapped into local optima, we introduced an upgrad-
ed bat algorithm (UBA) with four modi�cations to the basic bat
algorithm.

�e �rst modi�cation was to modify the pulse emission rate
vector. With the new form of pulse rate function with appropriately
tuned parameters in the early stages of the bat algorithm a large
part of agents (bats) will be redirected to the diversi�cation.

�e second modi�cation was to change the frequency, while the
third modi�cation relates to the modi�cation of the equation for
the velocity of an individual bat using some form of crossover.

�e fourth modi�cation allows that when some solution gets
trapped into a local optimum, modi�cation or replacement of this
stagnant solution will be carried out if a predetermined number of
allowed trials is exceeded.

To validate and test this UBA-ELM we tested and compared it
with the pure bat algorithm and our upgraded algorithm outper-
formed it in all cases.

3 EXPERIMENTAL RESULTS
In order to test the performance of the proposed upgraded bat
algorithm (UBA-ELM) with the state-of-the-art algorithms: (i) ge-
netically optimized ELM (GO-ELM) [7], (ii) the original ELM [4],
(iii) improved genetic algorithm for SLFN (IGA-SLFN) [5], (iv) the
self-adaptive evolutionary ELM (SaE-ELM) [1], and (v) the SLFN
trained using the Levenberg-Marquardt algorithm (LM-SLFN), 7
well-known benchmark problems were used [6].

In the Table 1 the comparison results for �ve algorithms are
presented for average of the 30 runs on the 7 data sets as well as
the number of hidden neurons. �e best performance a�ributes
are highlighted in bold. From the analysis of the results given
in Table 1, it can be con�rmed that the UBA-ELM is superior in
the comparison with the other algorithms for almost all statistical
parameters. Namely, UBA-ELM shows the lowest mean of the RMSE
in all cases. Also, it has the lowest standard deviation of the RMSE,
except for the benchmark problems Cancer and Ailerons. When the
training time is considered, our proposed UBA-ELM is also superior
with respect to the other algorithms except the ELM. GO-ELM,
IGA-SLFN, SaE-ELM and LM-SLFN algorithms use several tests to
select the optimal number of hidden neurons and as a consequence
the mentioned algorithms take much more CPU time.

Our proposed UBA-ELM algorithm also requires a smaller num-
ber of neurons at hidden layer. Since the convergence of the UBA-
ELM is fast, it can be successfully used for applications where a
short training time is crucial.

From the analysis of the Table 1 it is clear that for the tested data
sets the proposed UBA-ELM algorithm achieves best testing accu-
racy with least hidden neurons. It achieves be�er performance by
using upgraded bat algorithm to pick the input weight factors. �e
proposed UBA-ELM algorithm has the best generalization perfor-
mance and is most stable for all benchmark problems with respect
to all other tested state-of-the-art algorithms.
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