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ABSTRACT
This paper focus on the control of building blocks in the popu-
lation of Genetic Programming (GP). We propose a GP algorithm
that employs multi-layered population and searches solutions by
using local search and crossover. The computational experiments
were carried out by taking several classical Boolean problems as
examples .
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1 INTRODUCTION
It is important for valid search of EvolutionaryComputations (ECs)
to store efficient building blocks and combine these blocks effi-
ciently. Therefore, EC should keep a diversity of building blocks
and select them to combine effectively. This paper, aimed at build-
ing block control, presents a GP algorithm called “Genetic Pro-
gramming with Multi-Layered Population Structure (MLPS-GP)”
MLPS-GP employs multi-layered population like the pyramid-like
population and searches solutions using local search and crossover.
The computational experiments were carried out by taking a classi-
cal Boolean problem as an example. According to our experimental
results, we demonstrated that MLPS-GP found an optimal solution
efficiently
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Algorithm 1 ITERATE-MLPS-GP

1: Create random solution s (Section 2.1)
2: Apply local search (Section 2.2)
3: if solution <mlps then
4: Copy tree of s to solution s ′

5: Calculate tree depth d of s ′
6: Add s ′ to Pd (Section 2.4)
7: for all Pi ∈mlps do
8: Crossover s with Pi (Section 2.3)
9: if the fitness of s has improved then
10: if s <mlps then
11: Calculate tree depth d of s
12: subset ← ∪(min (levmax,d−1))

j=0 Pj
13: if the fitness of s is the best in subset then
14: Copy tree of s to solution s ′′

15: if Pd <mlps then
16: Add .Pd tomlps

17: Add s ′′ to Pd
18: ncount ← ncount + 1
19: Calculate tree depth ds of s ′′
20: if ds < i + 1 then break

Figure 1: One iteration of MLPS-GP optimization.mlps is an
ordered set of populations and levmax is the highest level in
MLPS.

2 GENETIC PROGRAMMINGWITH
MULTI-LAYERED POPULATION
STRUCTURE

The MLPS-GP does not have a single population of solutions, but
instead a several-layered structure. We call the proposed popula-
tion a “Multi-Layered Population Structure (MLPS)”. Each layer of
an MLPS comprises a population of solutions that are of the same
depth. Fig. 1 provides a high-level summary of the MLPS-GP. It
shows how the MLPS-GP constructs populations iteratively and
uses them to improve the randomly generated solutions using hill
climbing and crossover. In Fig. 1,mlps is an ordered set of popu-
lations and levmax is the highest level in MLPS.

2.1 Initialization
In this study, we adopt the Probabilistic Tree Creation (PTC) [3]
to consider the diversity of tree structures. The PTC algorithm in
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MLPS-GP can be described as follows. The sets of functions F are
divided into a non-terminal node set N and a terminal node set T .
At initialization, we choose new child nodes from N orT based on
the probability pd , which is given by Equation (1):

pd = r
d−1
damp (1)

The term rdamp represents a damping rate and d represents the
depth of the current node. The term pd is the probability that a
non-terminal node is chosen as a new child from N . The user also
provides a maximum tree depth bound Dinit. While users can tune
rdump according to the problem structure, we have set its value to
0.9 in this study.

2.2 Local Search
MLPS-GP uses a local search method based on the First Improve-
ment Hill Climber (FIHC) [2].In the local search method, one locus
of the target individual is selected randomly, and the fitness values
of all types of allele genes in that locus are checked. Next, the orig-
inal allele for the locus is replaced with the most improving allele
gene in the above process. To avoid waste of evaluations, same
loci are never tested until other loci are replaced and the solution
improves the fitness. Iteration of the process continues until such
a change no longer results in a strict fitness improvement. In this
study, the local search is applied to a non-terminal node.

2.3 Crossover
In the crossover, after applying local search, an individual is called
“recipient”. Subtrees of recipient are replaced by a solution inMLPS,
called donor. A candidate set of positions replaced by donors are
positions of terminal node of recipient immediately after local search.
This candidate set is never changed during an iteration. A position
of root node of the subtree is selected from this candidate set in
a random order. If the fitness of recipient after being replaced is
higher than that of the recipient before being replaced, the recipi-
ent keeps the subtree. After a subtree has been replaced by a donor,
the position is still considered as an element of the candidate set,
while terminal nodes of connected donor are not put into candi-
date set. If the donor cannot provide a new solution with a higher
fitness than the recipient in the position, it reverts to the original
subtree.

2.4 Multi-Layered Population Structure (MLPS)
MLPS-GP maintains a multi-layered structure of the populations,
with deeper and more optimized solutions in the higher levels. We
denote the level number of the layers in the MLPS from bottom
to top. The bottom level is 0, and each layer represents as one
population. In MLPS-GP, new solutions with depth i are added
into level i of the MLPS. In order to add a new solution to a level
of the MLPS, two conditions must be met: it should not already
exist in the MLPS and it should have the best fitness among the
solutions of the MLPS excluding the solutions in lower levels. If
the depth of the individuals is larger than those of the top layer,
MLPS-GP creates a new layer above the current top layer. The
other condition for iterating MLPS-GP is that all solutions with
tree depth 0 are added into level 0 before search of MLPS-GP.

Table 1: Comparison of the mean evaluations to success as
well as successful rate for D/F and MLPS-GP. The mean rep-
resents the average number of evaluations required (×104)
and std. represents the standard deviation of them (×104).

method (setting) mean (std.) successful rate
D/F 469.24 (290.33) 0.06

MLPS (Dinit = 3) 411.67 (161.24) 0.97
MLPS (Dinit = 4) 245.38(117.01) 1.0
MLPS (Dinit = 5) 208.85(70.86) 1.0

3 EXPERIMENT
The experimental validation of the approach proceeds by compar-
ing the performance of MLPS-GP to Density/Fitness Pareto Opti-
mization (D/F) [1]. D/F which is one of the state-of-the-art algo-
rithm in tree-based GP.

We ran each method for 100 trials, where each run was lim-
ited to 10 million evaluations for Even Parity-8 Problem (Par-8).
The non-terminal node set N =AND,OR, NAND, NOR contained
standard boolean operators. The setting of D/F was decided in ac-
cordance with the setting written in the original paper [1].

3.1 Comparative Performance
The experimental results comprise the average number of evalua-
tions required to be success for each algorithm and successful rate
which is the ratio of the number of global optima found by each
algorithm. Table. 1 shows the results. From Table. 1, the MLPS-GP
also outperforms the D/F by a wide margin in the Par-8. MLPS-GP
can find the optimal solution in the almost every trials whereas the
successful rate of D/F is only 6%. This result shows the effective-
ness of MLPS-GP

4 CONCLUSION
This paper presents a novel tree-based GP method, MLPS-GP. This
method can be expected to store efficient and various types of
building blocks and control these blocks using Multi-layer Popu-
lation Structure. In addition, the computational experiments were
carried out taking several classical Boolean problems as examples
and these result showed MLPS-GP outperforms D/F, which is one
of the state-of-the-art GP for Par-8. In our future researches, we
plan to analyze the detail of search dynamics of MLPS-GP and in-
dividuals in each layer of MLPS-GP.
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