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ABSTRACT
�e food and drinks process industry requires large volumes of hot
water at varying demand temperatures. To help minimise the cost
of energy usage and provide hot water at a required temperature,
there has been a growing interest in the installation of a waste
heat recovery system coupled to a hot water reservoir (WHRS-
HWR). In this paper, we explore how a multi-objective evolutionary
algorithm can be used to approximate the Pareto-optimal system
con�gurations of WHRS-HWR installations. In particular, we show
how the combined use of clustering and parallel coordinate plots
can ease in the trade-o� analysis of the resulting con�gurations, and
how it can be used to �nd a set of robust con�gurations that work
across varying hot water demand temperatures. �is demonstrates
the role that multi-objective methods with clear visualisation of the
results can play in allowing installers to make informed choices in
industrial applications.
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1 INTRODUCTION
�e installation of a waste heat recovery system coupled to a hot
water reservoir (WHRS-HWR) is bene�cial for food and drinks
process industries, which utilise large refrigeration systems and
use large volume of hot water. Waste heat is the heat released

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permi�ed. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior speci�c permission
and/or a fee. Request permissions from permissions@acm.org.
GECCO ’17 Companion, Berlin, Germany
© 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM.
978-1-4503-4939-0/17/07. . .$15.00
DOI: h�p://dx.doi.org/10.1145/3067695.3082484

from the refrigeration system and that heat can be captured and
used to provide hot water from the hot water reservoir (HWR) at a
desirable hot water temperature (Thw ).

�ere are many uses for hot water in the food and drinks process
industries, and the temperature requirements vary for di�erent
uses. For example, high water temperature (Thw ≥ 75°C) is required
for pasteurisation and domestic heating; medium (50°C ≤ Thw ≤
75°C) is for cleaning and wash-down; and low temperature (Thw ≤
50°C) is required for domestic use. Given this variability and the
high cost of installation for a WHRS-HWR system, it is bene�cial
to �nd a system con�guration that is robust to the di�erent hot
water temperature demand. Such a con�guration would enable a
company to maintain hot water at varying temperatures, without
signi�cantly a�ecting the e�ciency of the system, which could be
the case if the coupled WHRS-HWR was initially speci�ed for a hot
water temperature that is di�erent to that which is later required.

A multi (and many)-objective evolutionary algorithm (MOEA)
is a useful tool that can aid in �nding optimal WHRS-HWR system
con�gurations, particularly when the aim is to �nd a WHRS-HWR
con�guration that is robust to di�erent parameter se�ings. MOEAs
have been successfully used to optimise many di�erent types of
engineering system [1], [3], [7], [14], [13]. An MOEA �nds the
Pareto-optimal solutions for a given design problem [4]. �e set of
Pareto-optimal solutions provide choices from which installers can
choose from, in order to best suit their needs. However, to enable
for an informed choice to be made, the Pareto-optimal solutions
and their objectives have to be presented in a way that can be
understood by humans. �is is o�en an issue when the number of
objectives considered is large (n > 4) [5].

Given the variety of hot water demand temperatures in a plant
(Thw ), it would be useful to understand the correlations between
varying desired hot water demand temperatureThw with that of the
system con�gurations, and their impact on the system’s e�ciencies.
If the optimisation is performed on varyingThw , each scenario will
have its own Pareto-optimal front and solutions. By analysing the
similarities between the fronts, this may provide some information
if there is a set of WHRS-HWR con�gurations that is common for all
scenarios. One may then hypothesize that this set of con�gurations
can be considered to be the robust solutions.

To allow for such analysis to occur, visualisation of how the
Pareto-optimal solutions correlate to their objectives is important
[5], [10]. �is paper presents the combined use of clustering and
parallel coordinates to display the Pareto-optimal solutions together
with their corresponding objective values – as presented in [10]. To
ease in the visualisation, Pareto-optimal solutions are �rst clustered
into k-number of clusters in the solution space or in the objective
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space. �is is to identify the degree of commonality between the
solutions. �e decision as to which space to best perform the
clustering in is dependent on the criteria of selection. In the case of
the WHRS-HWR, if the requirement is to select the con�gurations
with the least cost and the maximum savings, the clustering is best
performed in the objective space. If the size of the system governs
the choice, it is be�er to perform the clustering in the solution
space, which will later ease in the visualisation, as there can be
solutions that are very dissimilar to each other that are providing
similar objective values [10].

For each cluster identi�ed, parallel coordinates [9], [8] are used to
visualise the high-dimensional solution space and objective space as
a pair of two-dimensional plots. �e correlation between a solution
and its objective values in a speci�c cluster are identi�ed by the
common colour used in both plots. If k is the number of clusters
used, this method of visualisation therefore uses only 2k number of
�gures, easing in the analysis of the trade-o�s between the Pareto-
optimal solutions [10].

�is paper shows how the combination of clustering and parallel
coordinate plots are used to �nd a robust system con�guration for
a coupled WHRS-HWR from the Pareto-optimal front evolved for
varying hot water demand temperature. �e paper is divided into
�ve sections: Section 2 describes the coupled WHRS-HWR system
and lists the system parameters to be optimised. �ree hot water
demand temperatures are analysed: low with Thw = 40°C, medium
with Thw = 60°C and high with Thw = 78°C. An MOEA is used
to �nd the Pareto-optimal front. Further details with regards to
the optimisation are described in Section 3. Section 4 presents the
results of the optimisation, and based on the Pareto-optimal fronts
obtained and the visualisation method presented, identi�es the
optimal coupled WHRS-HWR system con�guration that is robust
to the di�erent hot water temperature demand (Thw ). Section 5
concludes the paper.

2 WHRS-HWR
Figure 1 illustrates a typical form of the coupled WHRS-HWR found
within the food process industry [11], [10]. �e parameters of the
coupled WHRS-HWR to be optimised are [11], [10]:

(1) mwtmax : the maximum mass of water in the HWR, i.e. the
capacity of the HWR,

(2) mwtmin : the minimum mass of water that must be met
when the hot water is demanded, also known as the depth
of discharge (DoD),

(3) Tmx : the maximum temperature level of the HWR,
(4) Pbmax : the maximum power of the back-up heater,
(5) ṁwdmax : the maximum mass �ow rate of the water enter-

ing the desuperheater (DSH) of the WHRS.
Identifying the maximum operating level mwtmax for the HWR

is key to ensuring WHRS-HWR e�ciency. �e HWR is essentially
a ba�ery that stores heat when required. If mwtmax is too low
when demand takes place, there may be the need to top-up the
volume from the main water supply to meet the hot water demand
requirement. In a food process industry, hot water is typically
required for cleaning and/or pasteurisation when the waste heat
availability is low. Because of this, when the top-up is required, the
waste heat alone may be insu�cient to bring the water temperature

(Twt ) up to the required operating temperature (Thw ). A back-up
heater is therefore needed, bringing with it an associated energy
cost. It is therefore ideal that mwtmax holds a greater volume of
water than that which is demanded, with a minimum volume of
water that must be maintained when the hot water is demanded
from the HWR (mwtmin ). However, mwtmax should not be too
large, as the cost to install a larger HWR may outweigh the bene�ts
that it may bring.

Se�ing the mwtmin is also key. If mwtmin is too high and the
water temperature in the HWR is betweenThw andTmx , then there
will be less opportunity to capture the waste heat, when there is a
need to increase the mass of water in the HWRmwt up tomwtmax

using the main water supply (re�ll). �is is especially the case if
mwtmax is small.

�ere will always be a loss of energy to the environment, in this
case due to the temperature di�erence between the contents of the
HWR and its surrounding region. To ensure that no external heat
is required when hot water is in demand, there is a need to capture
an excess of heat in preparation for idle periods, which can be done
by keeping the hot water temperature in the HWR (Twt ) at a higher
temperature: ∆Tmax = Tmx −Thw −Tloss . �is ensures that Thw
is met, despite the loss of heat to the environment (Tloss ). However,
if Tmx is too high, unanticipated demand requires cold water to be
injected in order to reach Thw .

In order to evaluate the impact of di�erent design choices, a sim-
ulation model was constructed using Simulinkr. �e model uses
thermodynamics equations to simulate the temperature changes
in the HWR given the discharge temperature of the refrigerant
[12], the demand of the hot water, and the energy lost to the envi-
ronment. A synthetic data set was created to model the demands
for refrigeration (the waste heat source) and hot water (the waste
heat sink) within this system. �e data is indicated in Figure 2,
and is based on the pa�erns observed within two di�erent dairy
processing sites in Scotland. �e mass �ow rate of the demanded
hot water is at 0.556 kg/s, when in demand. More details on this
are described in [10].

2.1 Control options
To adapt to operating conditions, it is o�en desirable to manipulate
the se�ings of system parameters during operation. It is then
useful to investigate the correlation between the granularity of the
resulting control system and the physical system con�guration of
the WHRS-HWR, and how the combination of the two impact on
the system’s e�ciency. Because of this, two methods of controls
were incorporated into the analysis. �e �rst method is based on a
simple binary switch that controls the power output of the back-up
heater: Pb = Pbmax when Twt < Thw and Pb = 0, otherwise; and
the mass �ow rate of water into the WHRS, ṁwd : ṁwd = ṁwdmax .
ṁwd is from the main water supply whenmwt < mwtmax and ṁwd
is from the HWR, otherwise. �is is the most common method of
controls for existing installations.

�e second proposed method provides higher granularity of
controls, assuming that the amount of fuel for the back-up heater
and ṁwd can be varied accordingly, with the use of variable speed
pump or solenoid valve. Pb is varied according to the water tem-
perature in the HWR,Twt (1)–(3). Whenmwt has reachedmwtmax ,
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Figure 1: A WHRS comprising of a desuperheater (DSH) and a HWR [10]. Waste heat is provided by the refrigeration plant.
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Figure 2: �e properties of the refrigerant, hot water demand and the environmental conditions a�ecting the WHRS.

the water into the WHRS is from the HWR and ṁwd will be varied
according to the temperature gradient between the input refriger-
ant Tr i and the intake water Twi (4)–(6), with Twi = Twt . When
mwt < mwtmax , the intake water is from main water supply with
ṁwd = ṁwdmax and Twi is the mains water temperature indicated
in Figure 2.

Pb = rp × Pbmax (1)

rp =




1 if rtp > 0.75
0.75 else if 0.5 < rtp ≤ 0.75
0.5 else if 0.25 < rtp ≤ 0.5
0.25 else if 0 < rtp ≤ 0.25
0 otherwise

(2)

rtp =
(Thw −Twt )

Thw × 0.5 (3)
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ṁwd = rwd × ṁwdmax (4)

rwd =




1 if rtw > 0.75
0.75 else if 0.5 < rtw ≤ 0.75
0.5 else if 0.25 < rtw ≤ 0.5
0.25 otherwise

(5)

rtw =
(Tr i −Twi )

Twi × 0.25 (6)

3 OPTIMISATION OF THEWHRS-HWR
Optimisation was performed for the three hot water demand tem-
peratures, with each evaluated using the two control methods de-
scribed in Section 2.1. NSGA-II was used for optimisation1, and
this was implemented in Matlabr using the typical NSGA-II varia-
tion operators indicated in [6]: mutation probability = 1/number
of evolved parameters, distribution index for crossover = 20, dis-
tribution index for mutation = 100, population size = 200, no. of
generations = 100. Table 1 lists the limits for the evolved parame-
ters. �e limits were added to bound the search space and to speed
up the convergence of the algorithm. mwt and Twt are initialised
with the evolved mwtmax at Thw . NSGA-II was chosen because
reviews conducted by [2] indicated that NGSA-II outperformed
other MOEAs, including ESPEA and NSGA-III when optimising
a smart building’s energy storage system, a system with notable
similarities to a WHRS [11].

�e objectives that govern the optimisation are [11], [10]:
(1) to minimise the need for back-up energy when the heat

captured by the WHRS is insu�cient to meet demand,
(2) to maximise the overall savings when using the WHRS,

i.e. the di�erence in the external energy usage with and
without the WHRS installation,

(3) to minimise the temperature di�erence when the demanded
temperature was not met,

(4) to minimise the temperature di�erence when the HWR
water temperature exceeds the demand,

(5) to minimise the exceeding mass of water in the HWR from
its maximum limit of mwtmax , when the water is replen-
ished from the main,

(6) to minimise the waste heat not captured.
Objectives 1, 3, 4 and 5 are motivated by the desire to reduce

the overall cost of energy and water usage. Objectives 2, 4 and 6
reduce overall energy wastage, which in turn reduces CO2 emis-
sions. �ese objectives promote mutually con�icting design choices,
therefore the use of an MOEA is ideal. Objective 1, for instance, can
be minimised by using a small reservoir; objectives 2 and 6, by com-
parison, will potentially be optimised when a large HWR is used.
Objectives 5 and 6 bene�t from a small ṁwdmax and Pbmax ; objec-
tive 3 bene�ts with small ṁwdmax and large Pbmax ; and objective
4 bene�ts with large ṁwdmax but small Pbmax [10].

1Although any MOEA can be used to optimise the system, as long as a Pareto-optimal
front is obtained, for which the analysis to �nd the set of robust solutions for varying
requirements can be made.

Table 1: Limits for the evolved parameters.

Parameter Min Max
mwtmax 1.0 × 103 kg 50.0 × 103 kg
mwtmin (%age ofmwtmax ) 10 % 100 %
∆Tmax (◦C) 0◦C 98◦C − Thw
Pbmax (kW) 100kW 1000kW
ṁwdmax (kg/s) 0.5 kg/s 1.0 kg/s

4 RESULTS: IDENTIFYING A ROBUST
SOLUTION

Given that the coupled WHRS-HWR consists of large and/or heavy
equipments that will be di�cult to install and disassemble, a robust
physical system con�guration which is Pareto-optimal across all
objectives and is common for a number of scenarios is best identi-
�ed prior to its installation. By analysing the Pareto-optimal fronts
from various scenarios, i.e. varying Thw and di�erent controller
con�gurations, a set of common system con�gurations can be iden-
ti�ed. �is set of common con�gurations are the solutions that
can be considered as the robust solutions, and are therefore good
choices for installation.

�e Pareto-optimal solutions can be visualised using parallel
coordinates. To enable the plots to share a common y-axes, the
solutions and the objective values are normalised. �e solutions
are normalised using the minimum and maximum values listed in
Table 1. �e minimum and maximum values used to normalise the
objective values are indicated in Table 2.

�e number of clusters used will depend on the information that
is required from the solutions. Given that the objective is to �nd the
set of solutions robust to varying scenarios, clustering is performed
in the solution space using the k-means clustering algorithm. �e
number of clusters used is governed by the distribution of the
solutions and the ability to extract useful information from the
�gures. More details on this are presented in [10].

Six objectives were used for optimisation. However, the main
objective that drives the decision for a company is typically the
need to achieve maximum savings at a minimum cost. �e other
objectives ensure the e�cient use of the WHRS-HWR. By analysing
the parallel coordinate plots in Figures 3–5, where for each cluster
the correlation between a solution to its objective values is identi�ed
by its common colour, the system a�ributes common across the
three design scenarios that will achieve these criteria are:

(1) Large HWR tank size, capable of occupyingmwtmax ≥ 1.5
× the mass of water required in a day. Based on Figure 2,
approximately 24 × 103 kg of water is required per day.

(2) Low mwtmin , whereby mwtmin ≤ (0.5mwtmax ), when the
hot water is in demand. �e value for mwtmin depends on
themwtmax , the Thw and the amount of water required.

(3) Low Pbmax , with Pbmax no higher than 600kW.
(4) Small ṁwdmax , with ṁwdmax no greater than 0.6 kg/s,

Any of the evolved system parameters’ normalised value ≥ 0.5 is
considered as large or high, and small or low otherwise. �ese sys-
tem a�ributes correspond to the solutions in the following clusters:

(1) ForThw = 40°C: clusters 3 and 7 in Figure 3a, and cluster 7
in Figure 3b
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Table 2: �e max and min values used for normalisation of the objectives’ values in the Figures 3 – 5.

Objectives 78°C 60°C 40°C
Max Min Max Min Max Min

1. To minimise back-up energy 14.618 MWh 7.852 MWh 10.356 MWh 6.5256 MWh 5.7793 MWh 2.5120 MWh
2. To maximise the savings 17.27 % 0.44 % 27.20 % 6.21 % 57.01 % 13.39 %
3. To minimise the temperature di�erence
with the demand temperature was not met

34.4819 °C 0 °C 22.4781 °C 0 °C 5.8854 °C 0 °C

4. To minimise the temperature di�erence
with the demand temperature has been ex-
ceeded

20.3938 °C 0 °C 31.8732 °C 0 °C 44.2305 °C 0 °C

5. To minimise the exceeding mass of water
in the HWR

59.6098 kg 8.3827 kg 58.4071 kg 16.6283 kg 56.7865 kg 2.6323 kg

6. To minimise the waste heat not captured 39.48 % 0 % 38.98 % 0 % 41.66 % 0 %

(2) For Thw = 60°C: cluster 8 in Figure 4a, and cluster 1 in
Figure 4b

(3) For Thw = 78°C: cluster 4 in Figure 5b.

�e HWR with Thw = 40°C will require a lower maximum rated
Pbmax for the back up heater, in comparison to when a higher
Thw is required. Lower Pbmax is su�cient because of the smaller
temperature gradient betweenThw and the water temperature from
the main water supply. Solutions for Thw = 40°C will also require
a lower ∆Tmax . Given that the temperature gradient between
Thw and the ambient temperature is lower for Thw = 40°C, in
comparison to the others, the rate of heat loss will also be lower,
and therefore the amount of heat needed to accommodate for the
heat loss will also be lower.

5 CONCLUSION
�is paper describes the use of an MOEA to approximate the Pareto-
optimal con�gurations for a waste heat recovery system (WHRS)
coupled to a hot water reservoir (HWR). To ensure clear visuali-
sation of results and to �nd the con�gurations that are robust to
varying hot water demand temperature (Thw ), the Pareto front is
�rst clustered to �nd common a�ributes, prior to the visualisation
of the con�gurations and their objectives. Parallel coordinates are
used to visualise the clustered solutions. �e results show that
if a company requires a design solution that is robust, the ideal
system con�guration will be that which has a large maximum size
of the HWR, with low rated power of the backup heater and small
maximum �ow rate of the water �owing into the WHRS-HWR.
More generally, the results demonstrate how the combined use of
clustering and parallel coordinates can usefully contribute to the
analysis of Pareto-optimal sets.

�e results also show that the coupled WHRS-HWR can bene�t
from the use of a controller which provides higher granularity
controls. One such example of a controller is the rule-based system
indicated in this paper. Others include, but are not limited to, PID or
Arti�cial Neural Networks; although for these controllers, it would
be ideal for the controller’s parameters to be evolved together with
the system’s con�guration to ensure e�ciency. It seems likely that
the presented visualisation approach would help in the analysis of
how the control system parameters correlate with the WHRS-HWR
system con�guration.
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(b) Rule-based controller

Figure 3: Parallel coordinate plots showing clusters of solutions in the Pareto set when clustering is carried out in solution
space. �e �gures are for Thw = 40°C.
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(a) On-O� controller
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(b) Rule-based controller

Figure 4: Parallel coordinate plots showing clusters of solutions in the Pareto set when clustering is carried out in solution
space. �e �gures are for Thw = 60°C.
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(b) Rule-based controller

Figure 5: Parallel coordinate plots showing clusters of solutions in the Pareto set when clustering is carried out in solution
space. �e �gures are for Thw = 78°C.
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