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ABSTRACT
Despite the role that aesthetics plays in information visualization, it
is o�en downplayed or ignored in favor of functionality. However,
by understanding how graphical representations are perceived it
is also possible to improve them and create more comprehensible
data visualizations. Meaningful relationships and data pa�erns
can easily get lost among the representation of large and complex
datasets. Various methods have been created to reduce visual clu�er
by either sorting nodes to minimize the number of intersecting
edges, or by grouping edges into bundles with clear directions. In
information visualization, perception principles have started being
integrated into evolutionary computation in order to solve aesthetic
problems, as they are capable of looking for solutions that may be
found beyond local optima. In this paper we present a study on
the importance of aesthetics and how evolutionary approaches
can be used to in�uence visualization. �is is supplemented with
two case studies involving the design of genetic algorithms for
reducing visual clu�er through edge crossing minimization and
edge bundling parameter optimization.
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1 INTRODUCTION
�e clari�cation power and the ease of visual communication are
some of the reasons that make graph representation so popular
among other visualization techniques. �e node-link representation
is an e�cient way to depict entities and relationship between them.
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However, aesthetics and perceptual aspects are, to a large extent,
an open problem modern in graph drawing. Visual clu�er, mainly
caused by edge crossings, is one of the main sources of perception
problems, making it a main focus of current research. In particular,
two techniques of clu�er reduction – edge crossing minimization
and edge bundling – have been hot topics in graph representation
research during the last decade. Graph layout algorithms are also
important in network representation, but they are out of the scope
of this paper.

In �xed graphs, where nodes have �xed positions, edge bundling
is applied to reduce visual clu�er, which is the minimization of
the “white space” to “ink” ratio. In contrast, in graph composition
with �exible nature, the number of edge crossings is minimized by
re-con�guring the layout. Additionally, edge bundling can also be
applied in �exible graphs a�er the layout has been �xed, when the
visual clu�er issue still persists. Nevertheless, both techniques are
mainly concerned with perception and e�ciency issues in graph
drawing.

In this paper we present two case studies where evolutionary
algorithms are applied to minimize the number of edge crossings
and white space to ink ratio. �e experimental results demonstrate
that these simple measures are not su�cient to guarantee that
the resulting visual artifacts possess the functional and aesthetics
requirements. �erefore, aesthetics has been identi�ed as one of
the key issues, as well as a niche for exploration in designing and
applying genetic algorithms in information visualization.

�is paper begins by surveying the background of aesthetics in
information visualization and related work regarding the use of
evolutionary algorithms in this �eld. A�erwards, two case studies
are detailed, along with the experimental results and preliminary
conclusions. Finally, we present a critical discussion and our overall
conclusions.

2 BACKGROUND AND RELATEDWORK
�is section provides a detailed discussion on aesthetics in the con-
text of information visualization and related work in the application
of evolutionary mechanisms in this �eld.

2.1 Aesthetics and Functionality in
Information Visualization

In the context of information visualization, information aesthetics
has only recently become a separate �eld of study. Lau and Vande
Moere came up with a model of information aesthetics as interplay
between information visualization, in terms of functionality and ef-
fectiveness, and visualization art, in terms of artistic in�uences and
meaningfulness [17]. Authors have identi�ed information aesthet-
ics as a triad of aesthetics, data and interaction, which forms a link
between the �elds of information visualization and visualization
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art (e.g. information visualization mainly focuses on representing
data using interactive techniques with li�le concern for aesthetics).

More recently researchers studied the e�ect of aesthetically pleas-
ing layout on visual search performance, and the �ndings indicate
that response time, but not errors, was strongly a�ected by the
aesthetics level [22]. Similarly, another study by Cawthon and
Vande Moere indicated that aesthetics a�ects the usability of data
visualizations [5]. Authors measured aesthetics, e�ciency and ef-
fectiveness of retrieval tasks amongst 11 di�erent visualization
techniques, and found correlation between task execution time, as
well as error rate, and perceived aesthetics. Additionally, Borkin
et al. concludes that aesthetics directly in�uence the memorability
of visualizations (e.g. the inclusion of human recognizable objects
or harmonic color pallets enhance memorability) [3]. Common
graphs and charts are less memorable than unique visualizations,
independently of the levels of understanding and e�ectiveness of
studied visualizations.

Finally, Kosara proposes a classi�cation of information visualiza-
tion, which is based not just on technical criteria, but on aesthetic
criteria as well [16]. He introduces notions of artistic and pragmatic
visualisation, as well as a discussion on their properties, therefore
reducing the gap between design, art and technical/pragmatic visu-
alizations. Finally, regarding graph drawing, the work of Ware et
al. on cognitive measurements of graph aesthetics empirically tests
the axiomatic notions of aesthetics in graphs (e.g. minimizing edge
crossings, minimizing the sum of lengths of the edges, etc.), provid-
ing a detailed understanding of aesthetics in graph drawing [25].
�e results suggest that the length of the path, continuity, edge
crossings and number of branches emerging from nodes are the
most important factors in reducing cognitive load in graph reading.
To sum up, our analysis of the literature indicates that there is
still a need for the recognition of aesthetic value in the context of
information visualization, particularly in graph drawing.

2.2 Evolutionary Approaches in Information
Visualization

Genetic Algorithms (GAs) are a stochastic search approach to �nd
approximate or even optimal solutions to complex problems, in-
spired in the process of natural selection [10]. GAs begin with a
population of randomly generated candidate solutions and optimize
these through iterative processes of mutation, recombination and
selection, until a solution with su�cient quality is found. A �tness
function is used to evaluate each individual in the population and
determine their likelihood of surviving into the next generation.
In the �eld of information visualization, GAs have been used not
just in data mining, but also to directly improve the aesthetics of
a visualization. Wu et al. presented a GA capable of evolving the
placement of graphical elements, such as textual labels and images,
and �nd their optimal position on schematic maps [26]. GAs can
also be used to optimize the parameters of a visualization. House et
al. used a GA along with user-guided evolution to evolve designs
towards perceptually near-optimal visualizations [13].

When dealing with datasets of signi�cant size or complexity, the
resulting visualizations can lack comprehensibility due to a lack of
perceptible order in both graphical elements and their relationships.
Visualizations that consist of structures built using nodes connected
with edges, such as graphs and networks, are especially susceptible

to visual clu�er. At a data mining level, GAs can be used to identify
clusters in a dataset [15], which can then be used to organize the
resulting visualization by creating perceptible groups of nodes.

Despite this, depicting a large number of relationships across
these sorted nodes can signi�cantly impact a network’s compre-
hensibility, as intersecting edges can make their own direction
and connections unclear. Some force-based layouts promote self-
organizing networks, where nodes will take up positions while
taking into account both their edges and their similarity with other
nodes. While their initial layouts are o�en random, Ghassemi et al.
presented an alternative in the form of a GA, capable of calculating
an initial layout for force-directed graphs that reduces edge cross-
ings [8]. �ere also exist other GAs that have been developed to
optimize the position of nodes through the use of di�erent ordering
strategies to minimize edge crossings in both directed [24] and
undirected graphs [4].

3 CASE STUDIES
�is section provides detailed description of both experiments,
which are (i) evolving circular networks and (ii) evolving edge
bundling parameters, as well as the preliminary conclusions. Both
experiments at their core follow a traditional structure, outlining
the experimental setup, �tness function and results.

3.1 Circular Network Edge Reduction
Evolving Circular Networks. Circular layouts are a popular meta-

phor in information visualization and human-computer interaction
research [6]. Circle layouts are typically structured with nodes
placed along the circumference of a circle, providing a clear ordered
structure at the cost of �exibility in positioning. As such, these
types of network models are particularly susceptible to visual clu�er
caused by edge crossings.

�e edge crossing reduction in circular networks problem is not
recent and there are various di�erent non-evolutionary approaches
speci�cally aimed at ordering the nodes on the outer circle in order
to produce a minimal amount of crossings [2, 18, 23]. A speci�c
example of these heuristics is the Adjacent Vertex with Smallest
Degree First (AVSDF) by He and Sykora [9], which presented be�er
results than several older algorithms. While various approaches
have been taken to reduce edge crossing in networks using genetic
algorithms, the problem has not been properly tackled speci�cally
in circular networks.

Experimental Setup. �e objective of this case study was the
visualization of circular networks using an evolutionary edge re-
duction approach to create clear and understandable visualizations.
Each individual solution in this problem consists of a cyclical per-
mutation containing a sorted array of nodes IDs which de�ne the
order of nodes on the circular network. �e �tness of the solution
is determined by counting how many edge crossings exist in the
resulting graph, where the ��est individual has the least amount
of crossings.

�e experiments used a dataset containing a list of purchases
made in supermarket chain that was used to determine which prod-
ucts were bought together, and how frequently. �ese relationships
are represented in the circular network by dividing the outer circle
into segments that represent each of the products in the dataset.
�e size of these segments is proportional to the amount of times
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Table 1: Fitness results, corresponding to the number of edge crossings, from the tests performed on the genetic algorithm,
using both the insert and swap mutation operators, and the AVSDF heuristic.

Insert Mutation Swap Mutation AVSDF AVSDF Evolved
Best Median Worst Best Median Worst Best Median Worst Best Median Worst

Set 1 728 794 953 742 826 996 795 854 965 734 736 740
Set 2 7 9 14 13 37 56 11 15 30 7 7 8
Set 3 985 1075 1241 1005 1112 1361 1045 1083 1087 995 997 998

that each product was bought, while lines are drawn across the
interior to connect products that were purchased at the same time.
Analyzing this data can help identify and distinguish the strong and
numerous relationships that some products that have with others,
as well as the groups of products that have very few relationships.

Selection was performed using a stochastic ranking selection
method, which returns a wide spread of individuals by selecting the
best individuals multiple times, while also picking some individuals
with low �tness. Elitism was considered as an option, as it keeps
the best individual from ge�ing lost to the genetic operators, but
it was not used. Its absence promotes genetic variety which can
prevent the algorithm from ge�ing stuck in local optima, and the
best individual may still be preserved by adjusting the genetic
operator pressures.

Mutations can a�ect permutations through the use of techniques
such as insertion (one element is moved to a di�erent position),
swaps (the position of two elements is swapped), and 2-opt (a per-
mutation segment is reversed). Approaching the optimum requires
very small search steps so that the solutions do not stray away from
it as they get closer, which means that mutations should have very
small impacts. When considering the current problem, insertion
should cause the smallest amount of changes as it will only a�ect
a single node and its edges, as opposed to 2-opt which alters the
positions of a signi�cant number of nodes. However, given that
swapping will only a�ect two nodes, it was also used in testing so
that it could be compared against the insertion mutation operator.

Our objective in crossing two permutations is to obtain a new
permutation that contains a variable number of similarities in the
positions of the nodes from both its parents. To achieve this, we
chose geometrical crossover with insertions. In this approach, each
node contained in the second permutation is mapped to the posi-
tions of the same nodes in the �rst permutation so that the Longest
Increasing Cyclical Subsequence (LICS) [1] can be calculated. �e
amount of nodes absent from the LICS corresponds to the number
of nodes that need to change position in order to transform the
second permutation into the �rst. By performing half of these in-
sertions, we can obtain a new permutation that is equally similar
to both its parents.

Fitness Function. Every new individual must be evaluated, unless
they are a copy, but counting the number of edge crossings can
be demanding. Our edge crossing counting function iterates over
every edge in the graph, and as each edge splits the graph into two
parts, we can assume that any other edge which contains each of
its nodes on a di�erent side will result in an intersection. However,
it is not necessary to compare each edge to the remaining others,
so instead we iterate only over the edges originating from the half
with the least amount of nodes. If one of these edges contains

both nodes on that side then these will not result in edge crossings.
Furthermore, any edge veri�ed during the �rst iteration does not
need to be considered for following iterations.

Results and Preliminary Conclusions. �e tests used three dif-
ferent subsets of the data, which are distinct in terms of structure
despite being of similar size. Set 1 contains 150 nodes and 200 edges,
Set 2 contains 200 nodes and 198 edges, and Set 3 contains 100 nodes
and 187 edges. Test were run 30 times each using populations of
100 individuals for 20000 evaluations. �e experimental process
was divided into three main steps: compare the mutation operators,
validate the best results by comparing them to an existing heuristic,
and �nally, evolve the results of the existing heuristic in an e�ort
to combine both algorithms.

Regarding the comparison between the insert and swap mutation
operators, we were able to observe that for the same conditions
in all three sets the insert operator returned solutions with an
overall lower amount of edge crossings than the swap operator, as
described in Table 1. One of the reasons for this is that the swap
operator produces a larger search step due to how it changes the
position of two nodes, whereas the insert operator only changes
one node. �is should cause the �tness to improve faster when
using the swap operator during the beginning, as a larger search
step is bene�cial towards �nding the optimum when it is far away.
However, when approaching the optimum, the search step should
be small as to not overstep the optimum. To further back up this
theory, we analyzed the �tness increase over time in each of the
tests and discovered that the swap operator generally performs
be�er than the insert operator up to a certain point at the start,
a�er which the insert operator manages to surpass it and maintains
this lead as the �tness stabilizes.

To help validate the results, we implemented the AVSDF heuris-
tic [9], and subjected it to the same three datasets and number of
runs. �e results obtained are described in Table 1, and they show
that the solutions obtained are marginally worse compared to those
obtained with the stochastic selection using the insert mutation
operator. �is allows us to conclude that the edge crossing reduc-
tion which resulted from using the AVSDF heuristic is not optimal
and can still be improved. However, the reduction di�erence is not
large, so it is necessary to verify whether there is an impact on the
resulting visualizations.

Regarding the visual results, Figure 1 shows the visualizations
generated from the best solutions for each dataset for both heuris-
tics. �e visualizations created for Sets 2 and 3 do not appear to have
signi�cant visual di�erences when compared between algorithms,
as both seemed to have sorted the nodes in a way that they either
are close to the ones they are related with, or that they present clear
connections which are not obscured by visual complexity. However,
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Figure 1: Circular graphs created using the best solutions obtained from both the developed GA using the insert mutation
operator (top), the AVSDF heuristic (middle), and the evolved AVSDF solution (bottom), for Sets 1, 2 and 3 (le� to right).

despite our evolutionary algorithm producing fewer edge cross-
ings, the resulting graphs appear less organized by comparison,
which can be seen primarily in the visualization created for Set 1 in
Figure 1 (top row, le�), where the edges appear to be more spread
out. �e reason for this is that the AVSDF heuristic results in node
groups that have singular or very few connections close to each
other, unlike the genetic algorithm. Having node groups with iso-
lated relationships spread throughout the graph does not a�ect the
number of edge crossings, but it does a�ect the comprehensibility
of the visualization.

As a last step, the best AVSDF solution for each of the previous
datasets was added to the initial population of each of the genetic
algorithm’s runs in order to demonstrate if it was possible to reach
further using a combination of both heuristics. Our intent was
to maintain the previously mentioned node organization of the
AVSDF while allowing the evolutionary algorithm to additionally
reduce the �nal amount of edge crossings. While Table 1 shows
that the genetic algorithm was able to reduce the number of edge

crossings, the evolution of the previous solutions has broken the
order of the node groupings once again, which is most noticeable
in the node order of the top section of the solution for Set 1, seen
in Figure 1 (bo�om row, le�). �is also happened to some degree
in the visualization of Set 2, although it may not be immediately
noticeable in Figure 1 (bo�om row, center), where some nodes with
singular connections between themselves have become lost within
others nodes with many relationships. �is, in conjunction with the
previous tests, demonstrates that the use of a genetic algorithm may
be e�ective on a technical level, as it is able to lower the number
of edge crossings, but its impact on the visualization appears to be
detrimental when compared to the AVSDF heuristic.

To sum up, in this case study we implemented an evolutionary
approach for edge crossing reduction in circular graphs that was
shown to be comparable or marginally superior to an existing non-
evolutionary heuristic on a technical level. However, while the
results did show that a technically-minded evolutionary approach
was capable of reducing the amount of edge crossings further than
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the AVSDF algorithm, it was concluded that it reduced the com-
prehensibility of the resulting visualizations. �e random search
nature of the genetic algorithm dispersed the groups of nodes with
very few relationships, which was noticeable when compared to the
solutions obtained through the AVSDF heuristic, and again when
the AVSDF solutions were evolved using the genetic algorithm. �is
may have been avoided if the visual aspect had been taken into
consideration alongside the technical aspect, whereas the �tness
function would have been designed to evaluate both the amount
of edge crossing and the nodes’ neighbourhoods. Evolving the
solution towards maintaining groups of nodes with similar number
of edges could have had reduced visual complexity in the resulting
network visualization alongside the lower level of edge crossings.

3.2 Evolving Edge Bundling Parameters
Edge bundling methods are used in graph representation to reduce
the visual clu�er, which is unavoidable in complex and large net-
works. Generally, edge bundling methods consist of the geometrical
distortion of edges to draw similar edges on the approximately same
path, i.e., edges that are related in geometry are routed along the
same path (see e.g. [11, 12, 14, 19]). Consequently, the visualization
becomes less clu�ered, and the information which is more relevant
is revealed (e.g. main streams of �ow).

However, the majority of these methods are still di�cult to use
and apply to real world problems by experts from other areas. �is
is due to the complexity of the algorithms and the concepts behind
them, as well as a strong dependence on their parametrization.
We proposed an experimental framework that helps �nding near-
optimal parameters for edge bundling algorithms, regardless of
the con�guration of the input graph. Our method is based on evo-
lutionary computation, allowing the users to �nd edge bundling
solutions according to their needs. We performed traditional exper-
iments with automatic �tness functions, as well as with partially
user-guided evolution, in order to understand the suitability of the
evolutionary algorithm in such kinds of tasks. Additionally, we
tested our approach in the optimization of the parameters of two
di�erent edge bundling algorithms: (i) Swarm-Based Edge Bundling
(SBEB) [20]; (ii) Force-Directed Edge Bundling (FDEB) [12]. Results
are compared using objective criteria, and a critical discussion of
the graphical solutions is also conducted.

3.2.1 Evolutionary Edge Bundling. �e majority of edge bundling
algorithms depend on their parameters, which are usually found
empirically by trial-and-error or statistically. In general, such pa-
rameters have to be �ne tuned for di�erent datasets, which depends
on graph proprieties such as scale and topology. Additionally, there
is no de�ned criteria that objectively measures the quality of edge
bundling, which makes it hard to guarantee the e�ectiveness and
e�ciency of bundled drawings. On the one hand, we can measure
the ratio between the ink and white space, or the edge curvature.
On the other hand, we can measure the e�ectiveness by including
the user in the evaluation cycle, where they are responsible for
assessing the quality of the generated solutions.

Framework. With that said, we introduce a framework based on
GAs. Individuals encode the edge bundling algorithm parameters,
and are therefore represented as ordered linear sequences where
each position has a value in the range allowed for that speci�c

parameter. �e proposed method automatically assists in �nding
parameters for given edge bundling algorithms that generate near-
optimal solutions using the proposed metrics. �ese metrics consist
of measuring the ink to white space ratio and the edge curvature of
bundled drawings. By maximizing the white space and minimizing
the edge curvature the gain is two fold: on one hand, the gener-
ated solutions are clu�er free and space e�cient; and on the other
hand, solutions present smooth and easy-to-follow edges and �ow
streams.

To promote evolution and the exploration of the problem’s do-
main we use uniform crossover and mutation. Regarding the mu-
tation operator, we apply a per gene mutation to the candidate
solutions, which allows the algorithm to change, from generation
to generation, a percentage of the values to other valid ones.

Evolution is generational, which means that from one generation
to the next we keep the o�spring. Additionally, an elite of 1 (i.e.,
the best individual from the previous generation) is kept. However,
the method that generates the graphical edge bundling results is
not deterministic and, as such, can result in a loss in the population
quality.

Fitness Function. De�ning a metric that automatically assesses
the quality of edge bundling algorithms is di�cult. On the one hand,
we can measure the ratio of the ink to white space [7], or the edge
curvature in a bundled drawing. On the other hand, we can measure
the e�ectiveness by performing a user-guided evolution, which is
strongly dependent on the task and dataset at hand. Traditional
approaches, such as the minimization of edge crossings, are not
applicable because edge bundling favors such crossings. With that
said, we consider experimenting with (i) the ink-white-space ratio,
(ii) a combination of edge curvature and white space, and (iii) the
user in the loop to assist the evaluation of bundled drawings. �e
�rst two measures are used as automatic �tness functions, and the
la�er one is partially interactive.

White space is a ratio that de�nes the percentage of white pixels
in the drawing canvas. For a bundle to be considered good we want
to maximize the white space so that the visual clu�er is reduced, in-
creasing the readability of the representation. �at said, the �tness
function consists of the number of white pixels in the canvas, which
is then normalized using the maximum and minimum number of
pixels. �e maximum number of pixels is obtained by multiply-
ing the width and height of the canvas. Since the canvas is never
painted in total, the minimum value was empirically determined,
in order to obtain values in the [0, 1] interval. �is is not relevant
for the evolutionary process when used on its own, although it is
crucial when combined with the curvature component. Otherwise,
the white space component would not have enough impact for the
�nal �tness value.

Curvature is a measure that comes from di�erential geometry
and that describes a curve in the Euclidean space [21]. To compute
the curvature, the edges (E) are de�ned as a sequence of vertices,
E = {v1,v2, . . . ,vn }. �e curvature, ki = dθ/dS , is computed at
each vertex vi , starting at v2 and �nishing at vn−1, where dθ is
the angle between vectors | |vi−1 −vi | | and | |vi −vi+1 | |, and dS is
the Euclidean distance between points vi−1 and vi+1. So, the �nal
curvature is the average of all the curvatures of an edge, and is
equal to C = 1/(n − 2)

∑n−1
i=2 ki , where n is the number of vertices. In

simple words, the curvature consists of the average of the angular
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velocities along the trace, and it is natural that a straight line has a
curvature of zero. So, in our case the curvature should not be too
high, since smooth curves are easier to follow visually. �erefore,
we want to minimize the curvature, but retain some degree of
curviness. Finally, the total curvature of a bundled graph is the
sum of all the edge curvatures, and since the number of edges is
the same within a dataset it is fair to compare di�erent bundled
drawings.

Both components are used to enhance the results obtained by the
evolutionary framework. By minimizing the curvature, the algo-
rithm tends to straighten lines and the space becomes more �lled
with ink, therefore reducing white space. As such, by maximizing
the white space and minimizing the curvature, we expect to achieve
a balanced bundled drawing, where the edges are smooth enough
to be easy to follow, and the ink to white space ratio is low, so
that the visualization is clean and easy to understand. For that, we
de�ne a �tness function in the form of f itness both =W /(1 +C ),
whereW is white space and C is curvature. We add 1 to the cur-
vature, because the values of C can be in the [0, 1] interval. �e
GA algorithm is guided towards the maximization of the �tness
function.

3.2.2 Experimental Setup and Preliminary Conclusions. �e ex-
perimentation is divided in two independent sub-experiments: (i)
automatic and (ii) user-guided evolutions.

Automatic Evolution. Figure 2 depicts the evolution of the best
individuals across 100 generations. Results are averages of 30 in-
dependent runs for each experiment and each chart component
is normalized by the maximum value found for that component
throughout all performed experiments. In all charts it is possi-
ble to conclude that the algorithm is able to promote evolution,
reaching areas of the search space that contain desired solutions.
More precisely, in the experiment where the white space is used
to guide the evolution of the SBEB algorithm, the convergence is
faster than when combining white space with curvature. �is result
is expected, because when promoting evolution towards multiple
objectives the search space is greater and less �at.

Focusing on the best solutions found with both approaches when
the evolution is guided by the white space only (�rst two charts), it
is observable that in both of them the evolutionary process takes
around 40 generations to converge. Moreover, the a�ained solutions
are of similar quality (in terms of �tness), although those that
resulted from SBEB are slightly be�er than those obtained by FDEB.
When promoting the evolution of the SBEB using both �tness
components (last chart) the evolutionary process seems to still be
evolving at a slow pace. Additionally, the white space appears to
be the �tness component that most contributes to evolution, as it
is the one that best accompanies �tness evolution, with less erratic
behaviour. �at is, the curvature is less stable than the white space
during the evolution process, which may indicate that curvature is
an objective that is harder to achieve.

Regarding the evolved parameters for the edge bundling algo-
rithms we have found that, in general, these yield e�cient, easy
to read solutions. Figure 3 displays the best and worst individuals
for each experiment using the automatic �tness function. �e very
�rst observation shows that the best solutions (top row) are distinct
from the worst ones (bo�om row). In general, the worst solutions
result in straight lines (�rst image of the bo�om row) or hairy

drawings (last two images of the bo�om row). In what regards
spacial e�ciency, the best results are clean and clu�er-free. �e
main streams of �ow are distinguishable and well de�ned. However,
in the case of SBEB with the composite �tness (last image in the
top row) the result seems to be the most clu�ered among the three
solutions. �is is because the curvature �tness function pushes
the process to solutions with straight lines, and thus, more �lled
drawings.

In contrast, using SBEB solely with white space �tness (second
image in the top row) tends to result in schematic-looking repre-
sentations, favoring abrupt changes in trace directions and fewer
main streams. �is can be disadvantageous in cases where large
complex graphs are to be visualized, since it is harder to follow
paths with many changes in direction. Finally, the application of
the composite �tness to SBEB results in drawings with smoother
bundles and shorter branches, but generates more main streams
in comparison with the other approaches. Ultimately, we have
observed that it is su�cient to use only white space �tness with
edge bundling algorithms that generate smooth bundles naturally,
like FDEB (�rst image in the top row). �e GA �nds near-optimal
solutions for spacial e�ciency, while the FDEB algorithm ensures
smoothness of the lines.

User-Guided Evolution. Another aspect of this work is the fact
that we added users in the evolutionary process, so that it is also
guided according to their preferences. �is way, the evaluation
cycle is divided into two steps. First, all the individuals are evaluated
using one of the automatic �tness functions. �en, the user is given
12 solutions to evaluate: the 7 best solutions of the population,
3 from the middle, and the 2 worst solutions. �e score that is
given by the user lies in the range [1, 5]. �ese evaluations are then
normalized and combined with automatic �tness, weighting both
components. In order to give higher impact to the user evaluations
and less to automatic �tness the components are weighted 80% and
20%, respectively.

Finally, the user evaluation is performed through a graphical
interface, in which the twelve individuals are presented in a 4 × 3
grid, and they are evaluated using �ve radio bu�ons on top of each
picture. By pressing “Next generation” the evolutionary process
proceeds to the next generation. �e process ends when the user is
satis�ed with the obtained results.

3.2.3 User Testing Results. Ten users with diverse backgrounds
and areas of specialization participated in the test. �eir expertise
in information visualization �eld varies from 2 (passing knowledge)
to 5 (expert), and the majority are 3 (knowledgeable). Table 2
summarizes the results of the user testing experiments. �e values
presented in the table are averages (µ) and standard deviations
(σ ) of ten independent testings, for each of the measured items
(described above).

Starting with the task execution time, the results indicate that
through the direct manipulation of parameters the users �nd the
solution in half of the time of the user-guided system. Since the
parametric search happens in real time the users �nd a solution in
shorter time. Also, having no reference image the choices are based
on previous solutions, while using the user-guided system the users
take more time to think, since they need to compare 12 images in
one visual instance. Also, it is important to note that through direct
manipulation all the users conclude the task in approximately the
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Figure 2: From le� to right, evolution of the �tness of the best individuals for the FDEB with white space, SBEB with white
space and SBEB with both components. �e values of each component are normalized.

Figure 3: Best (top row) and worst (bottom row) solutions at the end of each experiment. From le� to right – results for FDEB
with white space, SBEB with white space and SBEB with both components.

Table 2: User testing mean (µ) and standard deviation (σ ) re-
sults. DM and UG correspond to direct manipulation and
user-guided, respectively. Time values are in minutes and
seconds, and other values are in the range [1, 5].

DM (µ) DM (σ ) UG (µ) UG (σ )
Useful Tm. 6m 13s 2m 36s 12m 47s 9m 47s
Total Tm. 6m 14s 3m 2s 15m 47s 10m 47s
Accuracy 3.61 0.87 4.0 0.7

Preference 2.7 0.9 4.8 0.4

same time, which is perceptible through a low standard deviation. In
contrast, the duration of the task performance using the user-guided
system varies drastically. Finally, the useful time for interaction
with the user-guided system is smaller than the total time, since
the system takes some time to generate solutions, which depend
on the edge bundling algorithm’s performance.

Regarding the accuracy of the found solutions, the user-guided
system performs slightly be�er than direct manipulation, and the
output from the user-guided system is closer to the average in
comparison to those that come from direct manipulation, which
result in more disperse solutions. Moreover, the user-guided system
outperforms the direct manipulation in terms of user preference.
�e majority of the users �nd the user-guided system encouraging
for exploration, and easier to use and understand. However, user
feedback indicates that the user-guided system should preserve at
least one evaluated solution in the next generation, or provide an
archive, so the user can compare the current solutions with the
ones they preferred.

Our observations indicate that in general the users do not prefer
the best solution according to the automatic �tness function com-
ponent. Curiously, they opt for the solutions that have the poorest
automatic �tness. In particular, users prioritize the solutions that
generate unwanted visual artifacts, such as curly endings, spirals,
etc. Regarding user interaction with the interactive-guided system,
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some users evaluate all the solutions, and other evaluate only a few,
they like most. Also, we observe that a�er �nding a solution some
users continue exploring the system, justifying it by curiosity of
what may come next.

4 DISCUSSION AND CONCLUSIONS
While current research for graph drawings still prioritizes tech-
nical aspects, aesthetics play a major role in the creation of clear
and e�ective visualizations. GAs have been used across diverse
�elds, including information visualization, to solve problems that
deal with complex data. By taking into account how graphical
representations are perceived, techniques such as edge crossing
minimization and edge bundling can be evolved to further reduce
visual clu�er and emphasize meaningful relationships.

To ascertain the importance of aesthetics and the potential role
of evolutionary algorithms we presented two case studies: an evolu-
tionary approach to edge crossing reduction on circular layouts, and
a user-guided evolutionary approach for edge bundling parametriza-
tion. �e �rst case study describes a GA designed to re-order nodes
on a circular layout in order to minimize the number of edge inter-
sections, with the goal of improving the visualization’s legibility.
�e second experiment consists of evolving parameters of an edge
bundling algorithm to �nd near-optimal bundled graph drawings.
In order to measure the quality of bundles we use the white space
to ink ratio, curvature and combination of both. Furthermore, we
resort to interactive evolution, evolving the user in the assessment
of the bundles.

�e analysis of literature and our experimentation indicate that
aesthetics should be recognized as one of the key issues, as well as
a niche in designing and applying genetic algorithms in modern
information visualization. �e �rst experimentation demonstrates
that the GA was capable of surpassing a non-evolutionary heuristic
on a technical level. However, the visual groupings present in the
non-evolutionary solutions were lost. �us, the minimization of
edge crossing should not always be taken axiomatically, since it
may lead to a decrease of legibility. It is therefore necessary to
consider higher order principles, that assess the how the artifact is
perceived, when assigning �tness. Although taking into account
perceptual principles may hinder the minimization of edge cross-
ings, the clarity of the visualization should be prioritized.

Similarly, the second case study shows that the results obtained
by automatic evolution are near-optimal, at least in terms of spacial
e�ciency. However, in some of the cases, the excessive overlap of
the bundles decreases legibility. Furthermore, the trade-o� between
aesthetics and functionally should be taken into account when
involving user in the loop. A �tness function should guarantee
the correctness of representation, while leaving enough room for
user’s preferences.

�e results presented herein indicate that future research is
necessary in order to develop and incorporate new measurements
for edge bundling quality, both in terms of technical characteristics
and in terms of aesthetic and perceptual principles.
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