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ABSTRACT
�is paper proposes a self-adaptive semi-asynchronous evolution-
ary algorithm, SA2EA for short, and veri�es its e�ectiveness on
multi-objective optimization problems. SA2EA is an extension of
an asynchronous EA that continuously evolves solutions whenever
one solution completes its evaluation in a parallel computation envi-
ronment, unlike a conventional generation-based synchronous EA
needs to wait for evaluations of all solutions in a population, which
causes to waste much idle time of parallel computation nodes. In
contrast to such asynchronous EA, SA2EA adequately controls its
asynchrony, which means the number of waited solutions, depends
on the variance of evaluation time of solutions. To investigate the
e�ectiveness of the proposed SA2EA, this paper conducts the ex-
periment on benchmark problems of multi-objective optimization
where several variations of the variance of evaluation time are
tested in pseudo-parallel computation environment. �e experi-
mental result reveals that the proposed SA2EA outperforms the
synchronous and the asynchronous EA with constant asynchrony
not depends on the variance of evaluation time of solutions.
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1 INTRODUCTION
Evolutionary algorithms (EAs) have been applied to wide range of
real world optimization problems [2, 18] because of their high opti-
mization ability without any problem speci�c knowledge. When
applying EAs to real world optimization problems, any solution
evaluations may take much time due to physical simulation or
measurement of actual consumption time. In such situation, a par-
allelization of �tness evaluations is a possible option to speed-up
the optimization process. Parallelization techniques of EAs have
been proposed [4, 5, 10, 24], however, if evaluation times of solu-
tions di�er from each other, conventional parallel EAs waste a lot of
idle time to wait for completion of the longest �tness evaluation of
solution. �is is because conventional parallel EAs generate a next
population a�er evaluating all solutions in a current population.

To overcome this problem, asynchronous evolution approach has
been proposed, which continuously generates a new solution with-
out waiting evaluations of other solutions, unlike the conventional
synchronous approaches need to wait evaluations of all solutions
in a population. Since the asynchronous EAs continuously evolve
solutions in a parallel evaluation environment, it is possible to e�-
ciently search solutions in the situation where evaluation times of
solutions take time and di�er from each other, such result has been
presented in several previous researches [22, 23].

Most of the previous asynchronous EAs generate a next solu-
tion whenever each solution completes its evaluation. However, to
improve search ability of a parallel EA, it can be considered more
e�cient that a parallel EA waits some, not only one, solution eval-
uations to utilize information of solution evaluations to generate
new solutions. In concrete, if the variance in evaluation times is not
large, it is more e�cient to generate new solutions a�er waiting
some or most evaluations in a population to utilize information
of solution evaluation. While if the variance in evaluation times
is large, an asynchronous approach is still be�er choice to reduce
idle time. It is possible to improve search ability of parallel EAs
by adjusting asynchrony depends on the trade-o� between idle
time to wait solution evaluations and search e�ciency. From this
fact, our recent paper introduces asynchrony in asynchronous EA
and proposes a semi-asynchronous EA (SAEA) In addition to this,
this paper explores a self-adaptive SAEA, SA2EA for short, that
adjusts its asynchrony depends on the tendency of the variance of
evaluation times.

To investigate the e�ectiveness of SA2EA, this paper conducts
experiments to solve multi-objective optimization problems (MOPs)
with several variances of evaluation times by using multi-objective
EA (MOEA), in particular NSGA-II [8] is employed in this paper.
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�is paper employs a computational time model in a parallel envi-
ronment proposed in [30], and compares four kind of paralleliza-
tion, synchronous, complete asynchronous, semi-asynchronous,
and self-adaptive semi-asynchronous MOEAs. We also test several
variants of an adaptation of asynchrony in a self-adaptive semi-
asynchronous MOEA.

�e remaining of this paper is organized as follows. Section 2
shows some related works regarding asynchronous evolutionary
algorithms and their analyses. Section 3 explains the concept of
semi-asynchronous EA and shows the relation between the vari-
ance of evaluation times and asynchrony. Section 4 proposes the
self-adaptive semi-asynchronous EA and shows the self-adaptive
semi-asynchronous NSGA-II as an example. Section 5 describes
the experimental se�ings where the synchronous, the semi-asynch-
ronous, and the self-adaptive semi-asynchronous NSGA-IIs are
compared, and Section 6 shows its results. Finally, Section 7 con-
cludes this paper and presents future works.

2 RELATEDWORKS
2.1 Asynchronous evolutionary algorithm
Several researches proposed asynchronous EAs for single- and
multi-objective optimization problem. �is paper focuses on the
master-slave parallelization where a master computation node ex-
ecutes main process of EA like initialization, selection, solution
generation through genetic operators and population maintenance,
while many slave nodes execute evaluation process in parallel. �is
is because most of previous researches with respect to asynchro-
nous evolution employ such master-slave parallelization.

As simple extensions of existing synchronous EAs, asynchro-
nous steady-stage GP (ASSGP) [15], asynchronous particle swarm
optimizaiton (APSO) [3, 13], asynchronous di�erential evolution
(ADE) [16, 26] were proposed, and APSO was also extended to
multi-objective APSO (MAPSO) for solving MOPs [14]. For asyn-
chronous MOEAs, Depolli et al. proposed asynchronous master-
slave parallelization of di�erential evolution for multi-objective
optimization (AMS-DEMO) [9] that is an asynchronous extension
of DEMO [19]. Some recent researches also proposed asynchro-
nous MOEA, for instance, Santander-Jimenez and Vega-Rodriguez
proposed asynchronous non-generational indicator-based multi-
objective bat algorithm (ANIMOBA) [20] that is an asynchronous
extension of bat algorithm for MOPs [21], while in [25], Wessing
et al. compares synchronous and asynchronous variant of S-metric
selection evolutionary multi-objective algorithm SMS-EMOA [1].

Sco� et al. analyzed behavior of asynchronous EA on the eval-
uation time di�erent problems [22, 23]. In [23], they compared a
synchronous (µ + λ) EA and an asynchronous (µ + 1) EA from the
viewpoint of the relationship between �tness value of solutions and
their evaluation time, and indicated that the asynchronous EA out-
performs the synchronous one in all �tness-time relationships. On
the other hand, in [22], it was indicated that an asynchronous EA
increases the possibility to converge to local optima that is worse
�tness value than the global optima but can be quickly evaluated.

2.2 Computational time model in a parallel
environment [30]

Zvoianu et al. modeled the computational time of synchronous and
asynchronous EAs in a parallel computational environment, and
compared synchronous (µ+λ) EA with asynchronous (µ+1) (steady-
state) EA [30]. �is comparison is conducted on MOPs and two
typical MOEAs, NSGA-II [8] and SPEA2 [28], are employed. In their
research, assuming the master-slave computational environment
that consists of single master node and λ slave nodes. A master
node executes the main process of EA by consuming time ts , while
each slave node evaluates a received solution by consuming time
tp .

�eir previous research did not only model the computational
time of synchronous and asynchronous EAs in a parallel environ-
ment, but also they conducted an experimental comparison of these
EAs on MOPs with di�erent variance of evaluation time of solu-
tions. Concretely, they de�ned a parameter cv that decides the
variance of evaluation time, and each solution evaluation requires
a certain computational time decided by the normal distribution
with mean tp and standard deviation tp × cv . From the result of
this experiment, it was indicated that large variance of evaluation
time increases the e�ciency of an asynchronous EA in comparison
with a synchronous one.

3 SEMI-ASYNCHRONOUS EVOLUTIONARY
ALGORITHM

3.1 Overview
Previous researches proposed a lot of variation of asynchronous
single- and multi-objective EAs and revealed their e�ectiveness
in computational time variant optimization problems. However,
asynchronous EAs have a problem that their search ability be-
comes worse than synchronous EAs in terms of same computa-
tional time when the variance evaluation times of solutions is not
large. �is is because bad in�uence due to not waiting for evalu-
ations of other solutions in asynchronous EAs cannot be ignored.
While in synchronous EAs, even though they waste much idle
time of slave nodes, they have higher search ability than asynchro-
nous ones because synchronous EAs can use evaluation informa-
tion of all solutions when generating next population. From this
fact, this paper proposes a semi-asynchronous EA that waits for
n = dα × λe (1/λ ≤ α ≤ 1) evaluations (dxe means the ceiling
function that maps a real number x to the smallest next integer)
of slave nodes and executes the master process, unlike (complete)
asynchronous EAs waits for only one evaluation. In other words,
this means that a semi-asynchronous (µ + dαλe) EA that selects
µ be�er solutions from original µ solutions and newly evaluated
dαλe solutions.

Herea�er, this paper denotes the parameter α that decides the
number of evaluations to be waited as an asynchrony parameter,
and dαλe is simply represented as αλ unless otherwise noted. High
asynchrony means that a semi-asynchronous EA is closer to a
synchronous EA, e.g., waits for λ solutions when α = 1, which is
same as a synchronous EA. While low asynchrony means that it
is closer to a complete asynchronous EA, e.g., waits for only one
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Figure 1: Semi-asynchronous (µ + αλ) EA where λ = 4 slave
nodes and the asynchrony parameter α = 0.5, i.e., n = αλ = 2
evaluations out of four slave nodes are waited to execute the
master process

solution when α = 1/λ, which is same as a complete asynchronous
EA.

3.2 Computational time model generalized
with consideration of asynchrony

According to the computational time model in [30], Fig. 1 depicts
an illustration of a semi-asynchronous EA with the asynchrony
parameter α = 2/λ, i.e., n = λ/2 = 2 evaluations are waited. In this
situation, as same as a synchronous and a complete asynchronous
EAs, the initial generation takes λ × ts + tp computational time,
while a�er that, a semi-asynchronous EA waits αλ evaluations (two
evaluations in Fig. 1) and generates new αλ solutions. Accordingly,
each generation, except for the initial generation, takes α × λ ×
ts + tp computational time a�er the last λth evaluation completes
in each generation, and in total, the computational time of a semi-
asynchronous EA to complete N generations, i.e., N ×λ evaluations,
is generalized and denoted as follows:

T (α ;N , λ) = (λ × ts + tp ) + (N − 1) × (α × λ × ts + tp ), (1)

which is derived from sum of the initial computational time λts + tp
and (N − 1) generations of αλts + tp . According to this generalized
equation, a synchronous model is expressed as T (1;N , λ), while a
complete asynchronous model is expressed as T (1/λ;N , λ).

In [30], a criterion that indicates how many solutions can be
evaluated by an asynchronous EA in the time interval required by
a synchronous EA to evaluate N generations of λ solutions was
referred as the structural improvement measurement (∆struct ). As
same as this, this paper refers the generalized structural improve-
ment ∆struct (α ) that contains the asynchrony parameter α , which
is given by the following equation:

∆struct (α ) =
T (1;N , λ) −T (α ;N , λ)

T (α ;N , λ)

=
(N − 1) × (1 − α ) × λ × ts

N × (α × λ × ts + tp ) + (1 − α ) × λ × ts
.

(2)

From this equation, it is easily indicated that ∆struct (α ) mono-
tonically decreases by increasing the asynchrony parameter α , i.e.,
the computational e�ciency of a semi-asynchronous EA decreases

Figure 2: An example of ine�ectual asynchrony of semi-
asynchronous (µ + αλ) EA where λ = 4 slave nodes and the
asynchrony parameter α = 3/4, i.e., n = αλ = 3 evaluations
out of four slave nodes are waited to execute the master pro-
cess

by increasing the number of waiting solutions. From this crite-
rion, in order to achieve be�er performance by semi-asynchronous
EAs, it is necessary to accomplish the improvement of search abil-
ity surpassing the disadvantage of decrease of the computational
e�ciency.

3.3 E�ectual and ine�ectual asynchrony
In a semi-asynchronous EA, all values of α within the range of 1/α
to 1 cannot be used. �is is because incorrect se�ing of α causes
ine�ectual parallelization. Concretely, an e�ectual α should satisfy
the following restriction:

λ ≡ 0 (mod dαλe), (3)
where a ≡ b (mod n) expresses congruent modulo where the dif-
ference of integers a and b, (a − b), is multiple of a positive integer
n. �is is because if α does not satisfy the restriction of Eq. (3) and
there exists some k that satis�es λ ≡ k (mod dαλe), k slave nodes
cannot be synchronized with other slave nodes and ine�ectual
waiting time occurs.

An example of such ine�ectual asynchrony se�ing is shown in
Fig. 2, where λ = 4, α = 3/4 and λ ≡ 1 (mod dαλe). In that case,
as shown in Fig. 2, the �rst three evaluations by Slaves 1 to 3 are
synchronized, and next three solutions are generated with starting
their evaluations in these slave nodes. �en next evaluation by
Slave 4 completes at almost the same time, but since other slaves
just start their evaluations, Slave 4 mast wait for evaluations of
other two out of three slaves, which causes the ine�ectual waiting
time occurs. It is possible that such ine�ectual situation is avoided
if evaluation times of solutions di�er from each other, but this paper
supposes that the restriction in Eq. (3) should be preserved in a
semi-asynchronous EA.

3.4 Relation between the variance of
evaluation time and asynchrony

As noticed in [30], the number of evaluations in the asynchro-
nous EA increases by increasing the variance of evaluation time
of solutions within the same computation time of the synchro-
nous one. �is tendency can be applied to the semi-asynchronous
EA. In particular, not only the number of evaluations in the semi-
asynchronous EA increases by increasing the variance of evaluation
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Figure 3: Relation between the variance of evaluation times
and the performance of semi-asynchronous NSGA-II with
several asynchrony

time of solutions within the same computation time of the syn-
chronous one, but also it decreases by increasing the asynchrony
parameter α [11].

Figure 3 shows the ratio how many evaluations are computed
to achieve a certain performance by the semi-asynchronous EA
with a certain asynchrony α in comparison with the synchronous
EA. In this case NSGA-II [8] is employed, which is one of the
most powerful MOEA method, and ZDT1 benchmark [27] that
is two objective optimization problem is solved. �e horizontal
axis shows the variance of evaluation time of solutions, while the
vertical axis shows the ratio of the number of evaluations to achieve
95% the Hypervolume [29], which is an indicator to assess the
quality of the achieved solutions, between the semi-asynchronous
and the synchronous EAs. �e negative value indicates the semi-
asynchronous NSGA-II is not be�er than the synchronous one,
while the positive value indicates the semi-asynchronous NSGA-II
outperforms the synchronous one. In this �gure, each solution
is evaluated in time determined from N (tp , (cv × tp )

2), where
N (µ,σ 2) denotes the normal distribution with the mean µ and the
standard deviation σ , and the results of cv = {0.0, 0.02, 0.05, 0.07,
0.10, 0.20} are depicted. As shown in Fig. 3, the ratio increases by
increasing the variance cv , while the ratio decreases by increasing
the asynchrony parameter α , i.e., by increasing the number of
waited solutions. From this analysis, it is indicated that if the
variance of the evaluation times is low, e.g., cv ≤ 0.05, the semi-
asynchronous version is not e�cient, while if the variance is large,
e.g., cv > 0.05, the semi-asynchronous one greatly outperforms the
synchronous one and low asynchrony, e.g., 0.01 ≤ α ≤ 0.05 have
be�er performance than high asynchrony.

4 SELF-ADAPTIVE SEMI-ASYNCHRONOUS
EVOLUTIONARY ALGORITHM (SA2EA)

4.1 Adaptation of asynchrony parameter
From the analysis mentioned in the previous section, this paper
proposes the self-adaptive semi-asynchronous EA that adapts its
asynchrony depends on the measured variation of evaluation times
during the evolution process. Concretely, we de�ne the asynchrony
function α ( ˆcv ) that is monotone decreasing function depends on
the measured variance ˆcv . We test four kind of the asynchrony
functions as follows:

Step

αstep ( ˆcv ) =



1.0 ˆcv ≤ 0.05
0.01 otherwise

(4)

Linear
αl inear ( ˆcv ) = 1.0 − ˆcv

0.2 (5)

Inverted Sigmoid (ISig)

αisiд ( ˆcv ) = 1.0 − 1.0
1.0 + exp(−βisiд × ( ˆcv − 0.05)) (6)

Exponentioal (Exp)

αexp ( ˆcv ) = exp(−βexp × ˆcv ) (7)

Since the semi-asynchronous EA has the e�ectual asynchrony as
mentioned in Section 3.3, the calculated asynchrony value is con-
verted to the closest e�ectual asynchrony as follows:

αef f (αada , ˆcv ) = arg min
a∈e�ectual α

( |a − αada ( ˆcv ) |), (8)

where αada corresponds to any asynchrony function. �e reason
why Step function is separated at 0.05 is that the semi-asynchronous
EA outperforms the synchronous one in the situation where the
variance of evaluation time cv is larger than 0.05 as shown in Fig. 3.
As the same reason, Inverted Sigmoid function switches its in�ec-
tion point at cv = 0.05. In Equations (6) and (7), the parameters
βisiд and βexp control sensitivity of adaptation, and this paper
employs βisiд = 100.0 and βexp = 20.0 in both equations, which
is decided to converge to α = 0.01 when the variation cv is larger
than 0.2. Figure 4 shows adaptive asynchrony value calculated
by each asynchrony function. In this �gure, the horizontal axis
indicates the variation of evaluation times cv , while the vertical
axis indicates the asynchrony value. �e dashed line indicates the
asynchrony value directly calculated by each function, while the
solid line indicates the converted value by equation (8).

4.2 Self-adaptive semi-asynchronous NSGA-II:
An example

To take an application of a SA2EA into account, this section shows
a concrete example of self-adaptive semi-asynchronous NSGA-II,
SA2NSGA-II for short. NSGA-II [8] is one of the most powerful
MOEA method. �e brief �ow of the master node in the parallel
synchronous NSGA-II is described as follows:

(1) Set generation counter t = 0.
(2) Initialization

(a) Initialize population P0.
(b) Send all solutions to slave nodes.
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Figure 4: Adaptive asynchrony value calculated by each
asynchrony function

(c) Wait for evaluations of all solutions.
(3) Repeat until termination condition is satis�ed

(a) Generate o�spring population, which size is equal to
Pt , through binary tournament selection and genetic
operator.

(b) Send all o�spring to slave nodes.
(c) Wait for evaluations of all o�spring→ Qt .
(d) Rt = Pt ∪Qt .
(e) Select next population Pt+1 from merged population

Rt according to the non-dominated sorting and the
crowding distance metric.

(f) t = t + 1.
In this �ow, the role of slave nodes is evaluating a solution given
from a master node and returning its evaluation to a master node.

Since NSGA-II is a special case of (µ + λ)-EA where µ = λ = |P |,
it can be easily extended to a self-adaptive semi-asynchronous
approach. Concretely, the parallel SA2NSGA-II is executed as fol-
lows, where di�erence between synchronous and self-adaptive
semi-asynchronous versions is denoted as italic style:

(1) Set generation counter t = 0.
(2) Initialization

(a) Initialize population P0.
(b) Send all solutions to slave nodes.
(c) Wait for evaluations of all solutions.
(d) ˆcv = 0.0 (initialized by zero)

(e) n = 0
(f) α = 1.0 (initialized by zero)

(3) Repeat until termination condition is satis�ed
(a) Generate o�spring population, which size is equal

to the number of idling slave nodes, through binary
tournament selection and genetic operator.

(b) Send all o�spring to idling slave nodes.
(c) Wait for evaluations of αλ o�spring→ Qt .
(d) Rt = Pt ∪Qt .
(e) Select next population Pt+1 from merged population

Rt according to the non-dominated sorting and the
crowding distance metric.

(f) n = n + |Qt |

(g) if n = # of slaves
(i) ˆcv ← standard deviation of evaluation time

average evaluation time
(ii) α = αef f (αada , ˆcv )

(iii) n = 0
(h) t = t + 1.

�e essential di�erence between the synchronous and the self-ada-
ptive semi-asynchronous NSGA-II is 3-c to 3-g in the above �ow.
SA2NSGA-II waits for αλ evaluations in every step and generates
the same number of o�spring from the current population. Note
that the population selection according to the non-dominated sort-
ing and the crowding distance metric is applied to (λ+αλ) solutions
in Rt , unlike the synchronous NSGA-II applies them to (λ + λ) so-
lutions in Rt , and this di�erence may a�ect to the di�erence of
search ability in the synchronous and semi-asynchronous NSGA-II.
�en, SA2NSGA-II calculates the average and the standard devia-
tion of evaluation times of all evaluated solutions and calculates
adaptive the asynchrony value α by Eq. (8). Such adaptation is
executed every when solutions as the same number of slave nodes
are evaluated. �is is because to avoid the ine�ectual waiting time
by adapting the asynchrony value α every step.

5 PERFORMANCE COMPARISON
5.1 Experimental settings
To verify the e�ectiveness of the proposed SA2EA, this paper con-
ducts the performance comparison using the self-adaptive semi-
asynchronous NSGA-II (SA2NSGA-II), described in the previous
section. We employ the typical multi-objective benchmark prob-
lems, the ZDT series (except for ZDT5) and the WFG series [12].
�e ZDT series consists six two objective optimization problems,
in which 30 decision variables in ZDT1, 2, and 4, while 10 decision
variables in ZDT3 and 6 are optimized in this paper. �e WFG series
consists of nine scalable, multi-objective test problems, and this pa-
per employs two objectives and six decision variables (k = 4, l = 2)
WFG2–7 and WFG9. WFG1 and WFG8 are not employed in this
paper because it is hard for all variation of NSGA-II in this paper
to achieve enough quality of HV (more than 80% of the maximum
HV).

�is experiment is conducted on the simulated parallel computa-
tional environment, in which single master node and λ = 100 slave
nodes work. tp is set as 1000, which is 1000 times longer than the
master process, and several variances of cv = {0.0, 0.02, 0.05, 0.07,
0.10, 0.20} are tested.
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We compare complete synchronous, semi-asynchronous, and
self-adaptive semi-asynchronous NSGA-IIs. Herea�er, these vari-
ants of NSGA-II are represented as CSNSGA-II, SANSGA-II, and
SA2NSGA-II, respectively. For them, the following genetic opera-
tions and the parameter se�ings are commonly employed in this
experiment:

• Population size λ = 100
• �e maximum number of evaluations = 50000 (=the maxi-

mum number of generation = 500)
• Simulated Binary Crossover (SBX) [6] with Pc = 0.9 and

ηc = 20.0
• Polynomial Mutation (PM) [7] with Pm = 1/D and ηm =

20.0

All e�ectual asynchrony of SANSGA-II are tested in this experi-
ment as described in Section 3.3. Concretely, since the population
size λ is set as 100, the asynchrony parameters α = {0.01, 0.02, 0.04,
0.05, 0.1, 0.2, 0.25, 0.5, 1.0} are e�ectual, in which α = 0.01 corre-
sponds to the complete asynchronous NSGA-II, while α = 1.0 cor-
responds to CSNSGA-II. In SA2NSGA-II, four asynchrony functions
are tested, and each combination of SA2NSGA-II and an asynchrony
function is represented as SA2NSGA-II/func, e.g., SA2NSGA-II/step.

5.2 Evaluation criteria
In this experiment, we compare the variants of NSGA-II from the
viewpoint of the computational time to achieve a certain quality of
Pareto optimal solutions (POS) and the �nally achieved POS. In par-
ticular, this paper employs the Hypervolume (HV) [29] indicator to
evaluate the quality of achieved POS. For each benchmark problem,
we measure the computational time to achieve a certain percentage,
95% of HV with true POS in T x%, and compare it with one mea-
sured in CSNSGA-II. Concretely, the percentage of how CANSGA-II,
SANSGA-II and SA2NSGA-II shorten the computational time than
CSNSGA-II is calculated as follows:

∆x%
t ime = 100 × *

,
1 −

T x%
method

T x%
CSNSGA−I I

+
-
, (9)

and we evaluate that the compared methods are e�ective if∆x%
method

is greater than 0, while if ∆x%
method is less than 0, it indicates that the

compared methods need more computational time than CSNSGA-II.
On the other hand, HV of the achieved POS a�er the maximum
number of evaluations is also compared to evaluate the convergence
ability of all variants of NSGA-II. In this experiment, the achieved
HV is compared with HV of true POS and the remaining percentage
of HV achieved by the semi-asynchronous NSGA-II is calculated as
follows:

∆HV = 100 ×
(
1 − HVmethod

HVtrue

)
, (10)

where HVmethod and HVtrue indicate HV of the achieved POS by
the variants of NSGA-II and the true POS, respectively.

Our experiment and the examined methods are implemented
by using jMetal framework [17], and 25 independent trials are
conducted for each combination of the benchmark problem, the
variance of cv , and the variants of NSGA-IIs.

6 RESULT
Table 1 shows the percentage of how SANSGA-II and SA2NSGA-
II shorten the computational time than CSNSGA-II calculated by
equation (9). In this table, each row indicates the variance of the
evaluation time, i.e., cv . Each column indicates the result of the
best case of SANSGA-II and SA2NSGA-II with di�erent asynchrony
functions. In SANSGA-II, the best case is shown and its asynchrony
parameter is denoted within the parentheses. �e negative values,
i.e., the worse performance than CSNSGA-II, are colored by gray
in this table, while the best case for each problem and each cv
value is denoted as bold style. �e Wilcoxon rank sum test is
conducted as the statistical test. If the results of SA2NSGA-IIs and
the best case of SANSGA-II are signi�cantly be�er than CSNSGA-II
with 5% signi�cance level, it is marked with “M”, while if they are
signi�cantly worse, it is marked with “H”.

From Table 1, it is con�rmed that SANSGA-II, which uses con-
stant asynchrony value, has worse performance than the synchro-
nous NSGA-II when the variance cv is small, though it is e�ective
when the variance cv is large. SA2NSGA-IIs with Step or ISig func-
tions achieve be�er or equivalent performant in comparison with
the synchronous NSGA-II when the variance cv is low, while they
greatly outperform the synchronous one when the variance cv is
high, though their performance are a li�le worse than SANSGA-II.
On the other hand, SA2NSGA-IIs with Linear or Exp functions do
not achieve be�er performance regardless the variance cv . �is
is because these two functions has possibility to adapt the asyn-
chrony α to the middle value like 0.5 or 0.25, but such values are
not e�ective in any variance of the evaluation time. In SA2NSGA-II
with ISig function, it is indicated that when the variance cv = 0.05,
SA2NSGA-II has worse performance than SANSGA-II and CSNSGA-
II. �is is caused by the same reason of SA2NSGA-IIs with Linear
or Exp functions, which means ISig function adapts α value to the
middle value when cv is close to 0.05. �erefore, its performance
decreases when the variance cv = 0.05.

Focusing on the benchmarks ZDT4, WFG4, WFG7, and WFG9, it
is indicated that SANSGA-II outperforms the synchronous NSGA-
II even when the variance cv is low. In such case, it is hard for
SA2NSGA-IIs in this paper to achieve such performance because
they are designed to adapt the asynchrony α to high, mostly 1.0,
when the variance cv is low. To achieve the best performance of
SANSGA-II in SA2NSGA-II, it is revealed that the adaptation should
be designed by considering not only the variance of evaluation time
of solutions, but also the balance between the idling time and the
search performance.

From these results, it is indicated the e�ectiveness of SA2NSGA-
II with the asynchrony functions like Step and ISig, which rapidly
change the asynchrony value depending on the variance of eval-
uation time of solutions. In addition, further improvement of the
asynchrony adaptation should be tackled by consider other indica-
tor excluding the variance.

7 CONCLUSION
�is paper proposed the concept of the self-adaptive semi-asynch-
ronous EA (SA2EA) that adapts the asynchrony parameter, which
decides how many evaluations are waited to generate new solu-
tions, depending on the variance of evaluation time of solutions in
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Table 1: �e percentage of how the semi-asynchronous, and the self-adaptive semi-asynchronousNSGA-IIs shorten the compu-
tational time than the synchronous one in each benchmark problems (∆x%

t ime ). �e best improvement greater than 0 is denoted
as bold style for each variance of the evaluation time, i.e, cv . If SA2NSGA-IIs and the best case of SANSGA-II are signi�cantly
better than CSNSGA-II with 5% signi�cance level, it is marked with “M”, while if they are signi�cantly worse, it is marked with
“H”.

ZDT1 (∆95%
t ime ) ZDT2 (∆95%

t ime )
cv SA best (α ) step linear isig exp SA best (α ) step linear isig exp
0.0 -2.5% (0.5)H 1.1% 0.7% 2.5% -3.5%H -4.9% (0.05)H 1.8% -1.5% -0.7% -3.5%H
0.02 -2.7% (0.02)H 0.7% -0.2% 0.8% -4.1%H -1.9% (0.25) 0.7% 1.7% 0.9% -0.5%
0.05 -0.5% (0.05) -1.2% -2.8%H -3.1%H -4.3%H 2.7% (0.01) 3.3% -4.8%H -9.2%H -4.6%H
0.07 3.1% (0.01)M 1.3% -4.9%H -3.3%H -6.9%H 9.5% (0.04)M 8.5%M 1.3% 4.2% -2.3%
0.1 8.9% (0.04)M 8.4%M -4.6%H 6.7%M 4.3%M 13.4% (0.01)M 11.4%M -3.8%H 11.2%M 7.4%M
0.2 23.2% (0.01)M 22.7%M 21.5%M 21.5%M 22.5%M 29.0% (0.02)M 24.2%M 25.8%M 26.5%M 23.5%M

ZDT3 (∆95%
t ime ) ZDT4 (∆95%

t ime )
cv SA best (α ) step linear isig exp SA best (α ) step linear isig exp
0.0 -2.3% (0.5)H -1.3% -2.8% 3.0% -2.1% 3.2% (0.05) -0.8% 1.4% 2.1% 3.4%
0.02 -1.6% (0.04)H 5.8%M -0.7% 7.4%M 3.3% 6.1% (0.04)M -3.4% -2.6% -4.0% -2.8%
0.05 4.2% (0.05) -0.4% -0.5% -1.9% -5.3%H 6.8% (0.04)M 5.2% -0.1% 3.8% 3.9%
0.07 3.3% (0.01) 1.1% -3.4% -0.1% -3.9% 14.1% (0.01)M 13.3%M 6.0%M 8.6%M 3.5%
0.1 6.3% (0.05)M 6.6%M -7.7%H 4.5%M -16.6% 18.4% (0.04)M 17.5%M 5.3%M 17.9%M 10.5%M
0.2 26.9% (0.01)M 21.4%M 19.9%M 21.8%M 22.3%M 32.0% (0.01)M 29.7%M 32.2%M 28.6%M 29.0%M

ZDT6 (∆95%
t ime ) WFG2 (∆95%

t ime )
cv SA best (α ) step linear isig exp SA best (α ) step linear isig exp
0.0 -4.0% (0.5)H 0.5% 1.2% 0.4% -2.9%H -2.8% (0.25) 2.2% 0.4% -2.8% -8.8%H
0.02 -5.1% (0.01)H -0.7% -0.2% -1.4% -6.6%H -2.9% (0.02) 1.2% -1.7% -7.4% 3.8%
0.05 -0.1% (0.01) 0.7% -5.8%H -5.8%H -5.9%H 4.8% (0.25) 1.0% -4.7% -1.3% 0.5%
0.07 5.1% (0.01)M 4.6%M -5.1%H 1.1% -4.2%H 1.4% (0.04) -3.6% -9.8% -2.6% -10.8%
0.1 9.9% (0.05)M 8.9%M -2.1% 10.0%M 7.0%M 10.6% (0.05)M 9.1%M -1.7% 10.5%M 1.6%
0.2 24.8% (0.01)M 24.0%M 24.5%M 24.4%M 23.2%M 29.0% (0.04)M 18.7%M 18.3%M 22.8%M 17.2%M

WFG3 (∆85%
t ime ) WFG4 (∆95%

t ime )
cv SA best (α ) step linear isig exp SA best (α ) step linear isig exp
0.0 -6.0% (0.04) -2.3% -2.5% 1.7% -2.7% 5.0% (0.05) 1.1% 2.3% 5.3%M 4.6%
0.02 -0.7% (0.25) -1.2% -0.6% -2.6% 2.6% 7.3% (0.01)M 4.3% 2.9% 4.6% 8.6%M
0.05 6.4% (0.05) 4.4% 2.2% -0.3% -1.7% 6.7% (0.02) 6.3% -2.3% -7.4% -0.1%
0.07 1.8% (0.25) -0.7% -5.0% -0.4% -11.6%H 12.0% (0.01)M 12.0%M 0.8% 7.5%M 11.1%M
0.1 11.4% (0.01)M 10.8%M -5.1% 7.0%M 6.3%M 12.4% (0.02)M 9.8%M -1.1% 13.3%M 9.1%M
0.2 24.4% (0.01)M 16.9%M 19.1%M 22.7%M 18.0%M 22.9% (0.02)M 21.8%M 24.1%M 20.5%M 23.8%M

WFG5 (∆80%
t ime ) WFG6 (∆80%

t ime )
cv SA best (α ) step linear isig exp SA best (α ) step linear isig exp
0.0 -2.9% (0.5) 0.6% -0.4% 3.2% -9.4%H -5.4% (0.2) -35.1% -17.4% -47.8%H -22.8%
0.02 -5.2% (0.5)H 0.8% -0.2% -1.1% -5.0%H 33.4% (0.02) 0.1% 18.9% 24.4% 22.3%
0.05 -2.5% (0.01) -3.1% -4.8% -8.0%H -3.9% -0.8% (0.25) -1.8% -39.0% -14.3% -11.5%
0.07 6.3% (0.02)M -0.6% -3.2% 0.8% -1.1% 33.8% (0.02) 36.5%M 35.5% 26.4%M -22.2%
0.1 7.1% (0.02)M 6.1%M -5.5%H 6.9%M 4.9%M 32.5% (0.04)M 14.5%M 14.3% 26.6%M 32.5%M
0.2 23.0% (0.05)M 17.0%M 20.3%M 20.4%M 22.8%M 35.1% (0.2)M 36.2%M 30.7%M 13.3%M 25.9%M

WFG7 (∆95%
t ime ) WFG9 (∆95%

t ime )
cv SA best (α ) step linear isig exp SA best (α ) step linear isig exp
0.0 1.1% (0.05) 0.3% -0.8% -3.1% -1.4% 79.4% (0.01)M -12.4% 55.9% 58.6% 13.6%
0.02 3.1% (0.01) -3.4% -8.7%H -3.0% 0.8% 3.7% (0.01)M 1.6% -19.0%M -4.3%M 32.1%M
0.05 4.8% (0.02) 1.9% -0.3% 1.3% -1.7% 72.7% (0.02)M 69.8%M 70.0% 73.7% 75.4%
0.07 12.1% (0.01)M 10.4%M -3.7% 2.9% 3.6% 40.5% (0.02)M 50.3%M -17.1%M 11.4%M 17.4%M
0.1 15.9%M (0.04) 8.1%M -1.4% 10.3%M 12.0%M 58.5%M (0.25) 8.1%M 39.6% 60.4%M 61.8%
0.2 29.7% (0.02)M 26.2%M 24.3%M 27.9%M 24.3%M 67.1% (0.5)M 45.4%M 33.5%M 68.2%M 32.3%M
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the parallel computational environment. �is paper also discussed
SA2NSGA-II as an application of SA2EA, and designed four types of
adaptation functions, Step, Linear, Inverted Sigmoid, and Exponen-
tial. To investigate the e�ectiveness of SA2NSGA-II, this paper con-
ducted the experiment on multi-objective optimization problems,
and compare it with the synchronous and the semi-asynchronous
NSGA-II. �e experimental result revealed that SA2NSGA-II with
the asynchrony functions of Step and Inverted Sigmoid achieves
be�er performance not depends on the variance of evaluation time
of solutions, though the asynchrony functions of Linear and Expo-
nential are not work well when the variance is small.

What should be noted here is that since the experiment in this
paper was conducted on the pseudo-parallel environment, the veri-
�cation of the results on the actual parallel environment should be
tackled soon. In addition, as mentioned above, we will design more
e�ective asynchrony function or adaptation method that considers
not only the variance of evaluation time of solutions but also other
indicator like improvement of quality of achieved solutions.
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