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ABSTRACT
This document proposes the use of multi-objective machine learn-
ing in order to solve the problem of online anomaly detection for
drinking water quality. Such problem consists of an imbalanced
data set where events, the minority class, must be correctly detected
based on a time series denoting water quality data and operative
data. In order to develop two different robust systems, signal pro-
cessing and feature engineering are used to prepare the data, while
evolutionary multi-objective optimization is used for feature se-
lection and ensemble generation. The proposed systems are tested
with hold-out validation during optimization, and are expected to
generalize well the predictions for future testing data.
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1 INTRODUCTION
This document proposes two solutions for the GECCO 2018 Chal-
lenge "Internet of Things: Online Anomaly Detection for Drinking
Water Quality" [7]. The problem is composed of a time series with
six water quality indicators and three operational data attributes,
where events must be accurately detected. In order to solve such
problem, the use of feature engineering, machine learning and evo-
lutionary computing techniques are used. Specifically, the proposed
solutions makes use of two different approaches for multi-objective
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machine learning [4]: multi-objective feature selection, for sup-
port vector machines (SVM) [1, 2]; and multi-objective ensemble
generation [3], for decision trees (DT) [6].

The remainder of this document is presented as follows: section
2 presents the proposed methodologies; and section 3 presents the
conclusions.

2 METHODOLOGY
2.1 Feature Engineering
The first step focuses on adjusting the data for classification. Since
the problem deals with time series, signal processing and statistics
techniques are used in order to create the following new features:
• Imputing: imputes average value on missing points;
• Detrending: removes time related distortions;
• Simple moving average: smooths the data;
• Moving standard deviation: creates dispersion indicators;
• Moving minimum and maximum;
• Squared features: maps the data to a new nonlinear space;
• Short-time Fourier transform: detects the signal’s frequencies.

2.2 Multi-objective Machine Learning
Two different approaches for multi-objective machine learning are
proposed. The first one is responsible for creating an optimized
classifier using feature selection. It is composed of the following
multi-objective problem (MOP):

min
xд

Jд(xд) = [−J1(xд),−J2(xд),−J3(xд),−J4(xд), J5(xд)] (1)

subject to:

xдi ∈ {0, 1} , i = [1, . . . ,n] (2)

where the objectives are: global accuracy (J1(xд) [dimensionless]);
true positive rate (J2(xд) [dimensionless]); true negative rate (J3(xд)
[dimensionless]); F1 score (J4(xд) [dimensionless]), or the har-
monic mean of sensitivity and precision; and classifier’s complexity
(J5(xд)), defined as the number of used features. The decision vari-
ables are: (xдi ) selection of each of the n features.

The set of non-dominated solutions is created by using the sec-
ond version of the spherical pruning multi-objective differential
evolution (spMODE-II) [8], where 200 generations are performed
on a population of 50 individuals, using a crossover ratio of 0.5 and
a scaling factor of 0.5. The final classifier is achieved by selecting
the model with best physical programming ranking [5] according
to Table 1, where F1 score and complexity are analyzed in order to
achieve a model that generalizes well.
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Table 1: Preference matrix for model selection. Five scaled
preference ranges have been defined: highly desirable (HD),
desirable (D), tolerable (T) undesirable (U) and highly unde-
sirable (HU).

Preference Matrix

← HD →← D →← T →← U →← HU →

Objective S0i S1i S2i S3i S4i S5i
F1 score 0.00 0.10 0.20 0.40 0.60 1.00

Complexity 0.00 0.10 0.20 0.40 0.60 1.00

The second approach is responsible for generating an optimized
ensemble of classifiers, and is composed of two MOPs. The first one
is defined as the previous, which results on a set of non-dominated
classifiers. After this, the second MOP is responsible for selecting
such classifiers to form an optimized ensemble, and is stated as
follows:

min
xs

Js (xs ) = [−J1(xs ),−J2(xs ),−J3(xs ),−J4(xs ), J6(xs )] (3)

subject to:

xsi ∈ {0, 1} , i = [1, . . . ,m] (4)

where the new objective is the ensemble’s complexity (J6(xs )), de-
fined as the sum of the features from the ensemble members. The
decision variables are: (xsi ) selection of each of them classifiers
returned from the first MOP.

The second MOP is also optimized with spMODE-II, using the
same optimization parameters as before. This results on a set of
non-dominated ensembles, where the most preferable solution is
selected using physical programming, also according to Table 1.

2.3 Online Event Detector
The final event detectors, performed by the detect function, are
created according to the flowchart in Figure 1. First, the trained and
optimized model is loaded; then, the dataset row is inserted in a
buffer, composed of 1000 rows. In the feature transformation step,
the tasks described in section 2.1 are performed with the buffer data.
The resulting features are then fed to the classifier, which returns
the event prediction.

The destruct function, on the other hand, performs the cleaning
of the created buffer and the loaded model. Finally, the getOut-
line function returns the submission title and authors names. For
the proposed event detectors, both developed in R, the following
packages are necessary: rpart (4.1-13), e1071 (1.6-8), and pracma
(2.1.4).

3 CONCLUSION
The present document proposes two methodologies for creating
an online drinking-water event monitoring system. To do so, two
different predictors are created using multi-objective machine learn-
ing during the training step. Both systems are optimized based on
the F1 score, and are expected to achieve high results on the com-
petition. If desirable results are achieved, the developed systems

detect(dataset_row)

Load model

Add dataset_row to
buffer

Perform feature
transformation on

buffer

Predict model output
for computed

features

return event

Figure 1: The proposed detect function for online drinking-
water quality monitoring.

can be used as base for an online drinking-water event detector on
a real-world system.
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