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ABSTRACT
In this paper, a deep BiLSTM ensemble method was proposed to
detect anomaly of drinking water quality. First, a convolutional
neural network (CNN) is utilized as a feature extractor in order to
process the raw data of water quality. Second, bidirectional Long
Short Term Memory (BiLSTM) is employed to handle the time
series prediction problem. Then, a linear combination of t-time-step
predictions weighted by a discount factor was utilized to ensemble
the final output of event. Finally, cost-sensitive learning combined
with Adam optimization was applied to learn the model according
to the imbalance property of the event label.
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1 INTRODUCTION
Drinking water quality is of great importance to us human beings.
However, in many places the quality of drinking water cannot be
ensured [5]. The quality of drinking water can be affected by many
factors, e.g., chemical pollutions, physical properties, etc. Then, it
is meaningful for a machine learning algorithm to automatically
detect anomaly event based on the monitor data of the drinking
water [1].

Recently, water quality monitoring methods based on machine
learning have been extensively studied. Support Vector Machine
(SVM), Logistic Regression (LR), Linear Discriminant Analysis (LDA)
have been applied to monitor water quality by using several wa-
ter features as inputs [4]. From the contest results of GECCO ’17,
these methods have shown a great potential in anomaly detection.
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However, the performances of the above methods are still not ideal
in practice.

1.1 Motivation
According to our observations, all the data features including event
have time series characteristics. Thus, machine learning algorithms
that handles time series problems are promising to achieve a better
performance.

1.2 Our Approach
The data was minutely collected with properties of water quality
and these properties vary with time. Such circumstance fits the
typical application of a number of time series methods. The perfor-
mance of predictions depends on how the model we are going to
use extracts features hidden in the time series data. Therefore, we
use convolutional neural network as a feature extraction method
and the bidirectional long short term memory method to interpret
the time series data. We choose the Adam algorithm to optimize
the parameters of the BiLSTM. Based on the t-time-step predictions
of deep BiLSTM, an ensemble of these predictions is summed lin-
early with a discount factor. From the data, we also found that the
label EVENT is not distributed evenly. To deal with the problem of
imbalanced labels, cost-sensitive learning is applied to enhance the
overall performance.

2 DEEP BILSTM ENSEMBLE
We now present our Deep BiLSTM Ensemble. Although the BiLSTM
layer has proven powerful in handling temporal correlation prob-
lems, it is not able to cope with spatial data. To address this problem,
we propose an extension of BiLSTM where convolutional neural
networks (CNN) structures are followed by the BiLSTM structure.
We call this structure as “Deep BiLSTM”. The whole structure of
our proposed Deep BiLSTM is shown in Figure 1.

2.1 Convolutional Neural Networks
Our CNN structure consists of 2 convolutional and 2 max-pooling
layers followed by 2 fully connected layers with both 128 neurons.
At the input level, our training data are fed to the network as input.
At the first convolutional layer, 20 kernels with stride of 1 pixel
applied in the input data. And after local response normalization
and max pooling operations, the feature maps are obtained. Then
we add a flatten layer to make multidimensional input into one-
dimensional input, which is commonly used in transition from
convolution layer to fully connection layer.
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Figure 1: The Deep-BiLSTM structure, combinedwith a CNN
module to extract information and a BiLSTM module to
learn from sequences.

First, the training sequences dataX was input into the CNN struc-
ture to extract the features of water quality data. Then, the features
in sequences were entered into BiLSTM structure to perform the se-
quence learning and get the prediction vector H = (h1,h2, . . . ,hn ).
By forming and using this structure, a network model was built
not only for the water quality prediction problem but also for more
general spatio temporal sequence prediction problems.

2.2 Bidirectional Long Short Term Memory
As a variation of recurrent neural network (RNN), Bidirectional
Long Short Term Memory (BiLSTM) was proposed to learn to store
information over extended time intervals [2]. BiLSTM creates a new
concept of amemory cell which essentially acts as an accumulator of
the state information. If the input gets it is activated, information of
new inputs will be accumulated. One of the advantages of BiLSTM
is that its convergence performance is better compared to the basic
RNN [6].

2.3 Linear Combination of t-time-step
Prediction

The final output is defined as:

event =

{
1, if p≥ 0.5;
0, otherwise. (1)

where p is the output of event probability,

p =

∑t−1
i=0 γ

i ∗ h<i>∑t−1
i=0 γ

i
, (2)

where λ ∈ (0, 1) is a discount factor for h<i> .

2.4 Cost-Sensitive Learning
According to our observations, the event label is imbalanced, where
positive labels are much less than negative labels. Common meth-
ods to deal with this problem include: (i) generate positive samples
in order that the numbers of positive labels and negative labels

are equal; (ii) cost-sensitive learning with different costs for dif-
ferent misjudgements. Cost-sensitive learning is choosed here due
to its conveniences and better performances [7]. The core of cost-

sensitive learning is a cost matrix, i.e.,
[

0 c(+,−)
c(−,+) 0

]
, where

c(−,+) > c(+,−).

2.5 Stochastic Optimization
We choose Adam as our optimization method for LSTM network.
Adam is an algorithm for first-order gradient-based optimization
of stochastic objective functions, based on adaptive estimation of
lower-order moments. Adam performs well when dealing with big-
scale data [3]. The parameter updating process is shown as follows:
θt+1 = θt −

α√
v̂t+ε

m̂t , where m̂t is the mean gradient, v̂t is the
gradient variance, α is a learning rate, and ϵ is a small positive
value.

3 CONCLUSION
The drinking water data contains not only the information besides
features but also the information besides time series. The related
works consider only the former information. The proposed “Deep
BiLSTM Ensemble” is able to address both the features information
and the time series knowledge. Thus, it is suitable for this problem.
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