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ABSTRACT
NeuroEvolution (NE) is a powerful method that uses Evolutionary
Algorithms (EAs) for learning Artificial Neural Networks (ANNs).
However, NE’s performance is determined by the definition of
dozens of parameters that guide the search of the EAs. In this study
we apply automatic algorithm configuration for tuning the param-
eters of a NE method in an offline matter. The tuned NE method is
then used to evolve the weights, topology and activation functions
of ANNs while performing feature selection and its performance is
compared to the case of using default parameters. We show that tun-
ing the parameters results in NE methods able to solve the problems
with 100% accuracy in significantly less generations.
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1 INTRODUCTION
Artificial Neural Networks (ANNs), first introduced in 1943, are con-
sidered very powerful computing systems. NeuroEvolution (NE) [5]
is a machine learning method that uses Evolutionary Algorithms
(EAs) to construct ANNs. The connection weights of fixed topology
ANNs were one of the first parameters to be optimized by NE [3, 7].
Succeeding algorithms optimized both the connection weights and
the topology of the underlying nodes [11, 13]. However, the archi-
tecture of an ANN is not solely defined by the topology of the nodes
but also by their activation functions [1, 2]. Towards this goal, Het-
erogeneous Activation NeuroEvolution of Augmenting Topologies
∗Research funded by a PhD grant of the Research Foundation Flanders (FWO)

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
GECCO ’18 Companion, July 15–19, 2018, Kyoto, Japan
© 2018 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-5764-7/18/07.
https://doi.org/10.1145/3205651.3208766

(HA-NEAT) is developed as a method that enables the evolution of
the activation functions in addition to the weights and the topology
of the ANNs. Moreover, the performance of an ANN depends on
the identification of the relevant inputs, especially nowadays with
the plethora of high dimensional data. Finally, the performance of
a NE algorithm depends on the appropriate definition of dozens of
parameters that are usually defined by trial and error or by expert’s
knowledge.

In this study, we first extend HA-NEAT to perform feature selec-
tion simultaneously with the ANNs’ architecture optimization and
we call this method Heterogeneous Activation Feature De-selective
NeuroEvolution of Augmenting Topologies (HA-FD-NEAT). More-
over, we apply automatic parameter configuration based on racing.
To our knowledge, this is the first time automatic algorithm config-
uration is applied to a NEAT-based method. We demonstrate how
the appropriate choice of parameters is crucial by evaluating how
efficient the tuned HA-FD-NEAT algorithm becomes in terms of
finding an ANN that classifies correctly unseen instances and how
many generations are required to find this ANN.

2 METHODS
2.1 HA-NEAT
HA-NEAT [4] is a NE algorithm based on the NeuroEvolution of
Augmenting Topologies (NEAT) [11] algorithm that employs its
three main principles; historical markings to facilitate crossover,
speciation to protect innovations and topologies’ complexification.
HA-NEAT evolves the structure of ANNs bymutation and crossover
operations. Structural mutations enable the addition of new nodes
and connections, while mutation operators change the weights of
existing connections and the nodes’ activation functions.

2.2 IRACE
Irace [6] is a parameter configuration algorithm that is based on
sampling configurations of parameters according to an associated
distribution, select the best configurations by means of racing and
update the distributions at the end of the race. Irace begins by
evaluating candidate configurations on a set of problem instances
based on a cost function returned by the configurable algorithm.
After some iterations, a statistical test is performed in order to
discard configurations that resulted in poor performance and race
continues with the surviving ones. At the end of one race the elite
configurations are selected and new configurations are sampled in
order to perform a new race from a smaller set of configurations.
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2.3 Proposed Method
In this study we extend HA-NEAT to perform feature selection
while optimizing the ANNs’ connectivity, topology and activation
functions. Our proposed method called HA-FD-NEAT is inspired by
Feature De-selective-NEAT (FD-NEAT) [12]. In HA-FD-NEAT a new
mutation operator that can act in the input layer by dropping input
connections is introduced. In this way, HA-FD-NEAT performs
implicit feature selection since only the relevant inputs tend to
survive at the end of the evolution. The fitness function of HA-FD-
NEAT is based on the error between the output of the ANN and
the correct output of the training set as in [8–11].

2.4 Experimental Procedure
HA-FD-NEAT is evaluated on artificial datasets based on the XOR
problem of increased complexity with irrelevant inputs as in [8–10].
The resulting 2/k XOR problems consist of the two relevant XOR
inputs and k − 2 irrelevant inputs, where k ∈ {20, 100}. Instances
of the 2/20 and 2/100 XOR problems are given to irace separately
for training and testing the candidate configurations.

As this study shows preliminary results, the values of only three
of the configurable parameters of HA-FD-NEAT are optimized by
irace; the size of the population, the probability of adding nodes
and a compatibility coefficient defining speciation.

HA-FD-NEAT is allowed to evolve for maximum 1000 genera-
tions using two different settings of parameters; the default settings
as these are found in the implementation of HA-NEAT [4] and the
parameters discovered by irace. The different parameter settings
are evaluated using the accuracy on unseen instances of the 2/20
and 2/100 XOR problems and the number of generations required
to find the solution.

3 RESULTS
From the results in figure 1 it is evident that HA-FD-NEAT using
the parameters returned by irace evolves ANNs that are able to
solve the two 2/k XOR problems much more efficiently than when
using arbitrarily defined parameters. In particular, HA-FD-NEAT
using the default parameters requires 499 generations (IQR: 909)
to solve the 2/20 XOR problem with median accuracy of 1 (IQR:
0.06), whereas using the parameters optimized by irace only takes
21 generations (IQR: 27.5) for an accuracy of 1 (IQR: 0). Similarly for
the difficult 2/100 XOR problem the default parameters solve the
problem with accuracy of 1 (IQR: 0.09) requiring 853 generations
(IQR: 446) whereas using the parameters found by irace only takes
140 generations (IQR: 80) for an accuracy of 1 (IQR: 0).

4 CONCLUSIONS
The results of these experiments, although limited, constitute a
clear evidence that the choice of the correct set of parameters
can significantly influence the performance of a NE algorithm.
In future work we will extend the experiments by configuring
more parameters of the HA-FD-NEAT by irace. Finally, we plan to
investigate how the parameter selection influences HA-FD-NEAT’s
feature selection ability by application to real world problems.
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Figure 1: Accuracy and Generations for the XOR problems
using default parameters and parameters found by irace.
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