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ABSTRACT
Cuckoo search (CS), as a relatively recent emerged swarm intel-
ligence algorithm, is powerful and popular for the complex real
parameter global optimization. However, the premature conver-
gence has greatly affected the performance of original CS. Inspired
from the individuals in the population will converge to the weighted
average of global best and personal best in particle swarm optimiza-
tion (PSO), we proposed a novel Gaussian bare-bones CS algorithm,
named GBCS, in which the new solution for a cuckoo is generated
by the Lévy flight or the Gaussian bare-bones method in a ran-
dom manner. Experimental results have proved that the proposed
algorithm is promising.
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1 INTRODUCTION
Cuckoo search (CS) algorithm proposed by Yang [6] is a new swarm
intelligence algorithm, which simulates by the obligate brood par-
asitism of some cuckoo species by laying their eggs in the nests
of other host birds. Since its simple concept, easy implementation
and effectiveness for the complex real parameter global optimiza-
tion, CS algorithm has attracted much attention in optimization
community [3–5].
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In CS, the new solution creation strategy plays a key role, in
which the new solution for a cuckoo is generated by the Lévy flight.
However, the search process is slow, because the Lévy flight is a
randomwalk which obeys a power-length distribution with a heavy
tail and the new solutions should be far from the best. Based on
these observations and inspiring from the concept of the individuals
in the population will converge to the weighted average of global
best (дbest ) and personal best (pbest ), we design a Gaussian bare-
bones CS algorithm, named GBCS, in which the new solution for a
cuckoo is generated by the Lévy flight or the Gaussian bare-bones
method in a random manner. The experiments are conducted on a
set of widely used benchmark functions. Experimental results have
proved that the proposed algorithm is promising.

The rest of this paper is structured as follows. In Section 2
presents the details of the our proposed GBFA algorithm. Experi-
mental studies are described in Section 3. Section 4 concludes the
work.

2 GAUSSIAN BARE-BONES CUCKOO SEARCH
ALGORITHM (GBCS)

Particle swarm optimization (PSO)[2] is one of the most popular
swarm intelligence algorithm inspired from the hunting behavior
of birds and fish groups. In PSO, each individual is called a particle,
which represents a potential solution. Each particle is attracted
by its personal best position (pbest ) and the global best position
(дbest ) to search for the optimal solution. The convergence of PSO is
analyzed in [1], and it is proved that the particles in the population
will converge to the weighted average of дbest and pbest . Based on
these consideration, we design a Gaussian bare-bones CS algorithm,
named GBCS, in which the new solution for a cuckoo is generated
by the Lévy flight or the Gaussian bare-bones method in a random
manner.

The new solution creation strategy based onGaussian bare-bones
is formulated as follow:

xi,d = N (µ,σ ) (1)

µ =
(
xbest,d + xi,d

)
/2, σ =

��xbest,d − xi,d
�� (2)

where Xbest is the best solution in the current population, Xi is
the ith solution, and N (.) represents a Gaussian distribution with
mean µ and variance σ .

In the original CS, a new solution Xi for the ith cuckoo is gener-
ated by the following Lévy flight:
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Xi = Xi + α ⊕ Lévy (3)
where α > 0 is the step size which should be related to the scales

of the problem of interest. In GBCS, the α is dynamic and generated
by N (0.2, 0.05)

Then, in GBCS, the new solution is updated as follows:

Xi =

{
GB method, i f rand < 0.5
Lévy f liдht , otherwise

(4)

This new solution creation strategy combined the Lévy flight
and the Gaussian bare-bones method, which can effectively balance
the exploration and exploitation of new algorithm. The details of
GBCS algorithm describes in the Algorithm 1.

Algorithm 1 The Proposed GBCS algorithm
1: Randomly initialize population P with N host nest
2: Evaluate the fitness value of each initial solution
3: while t < MaxGen do
4: Get a Cuckoo (say i) via Lévy flight or Gaussian bare-bones

method according to the Eq.4
5: Evaluate fitness for the cuckoo i
6: Choose a nest among N (say j) randomly
7: if fi is better than fj then
8: Replace j by the new solution
9: end if
10: A fraction (pa) of worse nests are abandoned and new ones

are built
11: Update the global best solution
12: t = t + 1;
13: end while

3 EXPERIMENTAL STUDY
There are thirteen benchmark functions are used in the following
experimental studies and the detailed descriptions of these func-
tions can be found in [7]. All these problems should be minimized
and the D is set to 30. These functions are widely used in the evo-
lutionary computation community, among the thirteen functions,
f1 ∼ f7 are unimodal functions, f8 ∼ f13 are multimodal functions
with many local minima.

To evaluate the quality of the proposed GBCS algorithm, we
have conducted a comparison among the original CS and GBCS.
For a fair comparison, the same parameter settings were employed
for the two contestant algorithms, that is, N = D, pa = 0.25, and
MaxFEs = 3.0E + 05. All the experiments are done on a computer
with 2.8GHz Dual-core Processor and 4GB RAM under Windows
7 platform and all algorithms are implemented in Matlab 2014.
Each algorithm independently runs 30 times for each test function,
and the mean and standard deviation of the function error values
among 30 runs are recorded. In order to have statistically sound
conclusions, Wilcoxon’s rank sum test at a 0.05 significance level is
introduced to analyse the experiment result.

The mean errors and the standard deviations of the two compar-
ison algorithms on each test function are summarized in Table 1.
In Table 1 , it is obvious that GBCS is significantly better than CS
on 10 out of 13 test functions.

Table 1: Experimental results of original CS and GBCS for
all test functions at D=30 and comparison results based on
Wilcoxon’s rank sum test

F
CS
Mean Error±Std Dev

GBCS
Mean Error±Std Dev

f1 1.22E−30±1.35E−30− 1.00E−80±2.69E−80
f2 2.88E−14±2.11E−14− 8.65E−50±1.47E−49
f3 1.43E−03±1.23E−03− 2.28E−03±1.34E−03
f4 1.55E+00±1.27E+00− 4.84E−08±5.69E−08
f5 8.32E+00±2.52E+00− 5.58E−02±1.26E−01
f6 0.00E+00±0.00E+00≈ 0.00E+00±0.00E+00
f7 1.22E−02±4.04E−03− 3.96E−03±1.05E−03
f8 1.88E+03±3.69E+02≈ 1.67E+03±5.71E+02
f9 2.73E+01±4.41E+00− 1.48E+01±5.26E+00
f10 1.32E−01±3.37E−01− 3.55E−15±0.00E+00
f11 1.85E−17±9.96E−17≈ 4.92E−04±2.65E−03
f12 1.31E−14±7.06E−14− 1.58E−32±1.49E−34
f13 6.88E−28±1.57E−27− 1.47E−32±3.74E−33
−/+/≈ 10/0/3 −−

4 CONCLUSION
In this paper, a novel Gaussian bare-bones CS algorithm, named
GBCS, is presented, in which the new solution for a cuckoo is
generated by the Lévy flight or the Gaussian bare-bones method in
a random manner. The new solution creation strategy enables the
GBCS can get the faster convergence since the the best information
have utilized effectively. The performance of GBCS is investigated
by comparing with original CS and the results show that GBCS
achieves better convergence performance. In the future, how to
generalize our work to solve some real-world application problems
remains an attractive topic.
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