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ABSTRACT
This paper proposes an efficient solution selection method in a
surrogate-assisted asynchronous multi-objective evolutionary al-
gorithm. Our previous research proposed a novel multi-objective
evolutionary algorithm that integrates a surrogate evaluationmodel
with asynchronous approach, named asAELMOEA/D. AELMOEA/D
constructs a surrogate model with extreme learning machine (ELM)
and generates a promising solution by MOEA/D with a constructed
ELM model. A generated promising solution is selected in the
order of the indexes of the weighted vector of MOEA/D, and is
evaluated asynchronously. In contrast to the previous method,
the proposed method considers degree of search progress of each
weight vector and selects a promising solution in a region where
the search progress is insufficient. To evaluate the degree of the
search progress, this study employs crowding distance, which is
basically used in NSGA-II. To investigate the effectiveness of the
proposed method, we conduct the experiment on a multi-objective
optimization benchmark problem. The experimental result revealed
that the proposed method can accelerate the convergence speed of
the optimization without deteriorating the performance compared
with the previous method.
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1 INTRODUCTION
Evolutionary Algorithm (EA) has been applied to many real world
problems such as engineering design from the viewpoint of ver-
satility and high search performance. When applying EAs to real
world problems, enormous calculation time is required to obtain
the optimal solution since the evaluation time of solutions is mostly
expensive. To overcome this problem, two typical approaches have
been studied, one is surrogate-assisted EA [1], while another is an
asynchronous evolution [3].

ELMOEA/D is a recently proposed surrogate-assisted EA, which
can reduce the number of actual evaluations until achieving opti-
mal solution. On the other hand, asynchronous EAs can efficiently
evolve solutions with different evaluation time since it continu-
ously evolve solutions without waiting other solutions with ex-
pensive evaluation time. Our previous research integrated these
two approaches and proposed asynchronous ELMOEA/D (AEL-
MOEA/D) [2]. AELMOEA/D can efficiently evolve solution even in
the situation where the evaluation time of solutions is expensive
and differs from each other.

This research proposes a novel indicator of a promising solution
selection in AELMOEA/D by considering the convergence degree
of each search region. This aims for accelerating the convergence
speed of optimization by intensively searching for areas where
search progress is insufficient.

2 AELMOEA/D-CD
In AELMOEA/D, a promising solution is selected in the order of the
indexes of the weighted vector of MOEA/D [2]. However, the search
ability of AELMOEA/D can be improved if a promising solution is
efficiently selected according to the search progress of each search
region. In this research, we proposed an extension of AELMOEA/D
that considers crowding distance (CD) when selecting a promising
solution is named as AELMOEA/D-CD. This paper proposes two
different methods with different control strategy to take the balance
between the exploitation according to the CD indicator and the
exploration widely select a selector vector.

2.1 AELMOEA/D-CDeval
In the first method, named as AELMOEA/D-CDeval , a promising
solution is selected according to the criterion as shown in Eq. (1):

UCB1i = CDi +C ×
Emax − E

Emax
×

√
ln
∑N
k=1nk

ni
, (1)
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where CDi is the crowding distance of a solution belonging to the
ith selector vectorWs,i , Emax is the maximum number of evalua-
tions, while E is the number of actual evaluations. ni is the cumu-
lative number of selections of the selector setWs,i , while C is the
balance parameter. This equation is inspired by the UCB 1 value [4]
that calculates how worth each alternative is from its evaluation
and the number of selection. A promising solution is selected from
the selected vector that has the highest UCB 1 value (UCB1i ). In
AELMOEA/D-CDeval , the priority of the second item decreases as
the number of actual evaluations increases, and the importance of
CD increases.

2.2 AELMOEA/D-CDHV

Unlike AELMOEA/D-CDeval considers the number of actual so-
lution evaluations, the second method, named as AELMOEA/D-
CDHV , considers the improvement of Hypervolume (HV) of previ-
ous and current populations. Eq. (2) shows the criterion to select a
promising solution by using the improvement of HV:

UCB1i = CDi +C ×
HVaf ter

HVbef ore
×

√
ln
∑N
k=1nk

ni
, (2)

where HVaf ter and HVbef ore are HV of the current and previous
population. If the improvement of HV is small, an insufficient area
is insufficiently searched according to the CD value. On the other
hand, if the improvement of HV is large, all search areas are evenly
considered by increasing the weight of the 2nd term.

HVbef ore and HVaf ter are updated every Ns actual solution
evaluations. The reference point to calculate HV is updated as the
nadir point of the non-dominated solutions of the current popula-
tion.

3 EXPERIMENT
3.1 Overview
To verify the effectiveness of the proposed AELMOEA/D-CD, we
conduct the experiment to compare AELMOEA/D-CD with the
original ELMOEA/D and the previous AELMOEA/D without con-
sidering the crowding distance on the ZDT1 benchmark. We assess
these methods from the viewpoint of the convergence speed with
accumulated HV (AHV) [5]. One of the features of AHV is that
the speed of convergence of HV is taken into consideration. In this
experiment, we use the pseudo master-slave parallel computing
environment that refers the computational time model proposed
in the previous research [6] with different variance of the evalua-
tion time of solutions (cv ). The parameters setting is same as the
previous research [2].

3.2 Result
Themedian AHV value at the computational time 1.5×105 is shown
in Table 1. From Table 1, it can be seen that the AHV value of the
proposed method is greater than or equal to the previous methods
in all benchmark problems. In particular, the significant difference
between AELMOEA/D-CDHV and AELMOEA/D is confirmed by
the Wilcoxon rank sum test with 5% of significance level, while
the signifiant difference between AELMOEA/D-CDeval and AEL-
MOEA/D is also confirmed. From this result, it is revealed that the

Table 1: The AHV value.

cv CDHV CDeval AELMOEA/D ELMOEA/D
0.02 3649.10* 3649.10* 3645.30 3636.39
0.05 3647.88* 3649.06* 3644.42 3633.96
0.1 3648.32* 3648.51* 3644.95 3634.47
0.2 3647.51* 3649.63* 3643.87 3624.90

proposed methods has higher convergence speed than the previous
method from the viewpoint of AHV. This is because the proposed
promising solution selection based on the crowding distance metric
promotes to intensively search an area where the search has not
progressed.

4 CONCLUSION
This paper proposes an efficient promising solution selectionmethod
in a surrogate-assisted asynchronous evolutionary algorithm. The
proposed method considers the degree of search progress for each
weight vector of MOEA/D and selects a region where the search
progress is insufficient. Tomeasure the degree of the search progress,
the proposed method employs the crowing distance measure. To
control the balance between exploration and exploitation of se-
lection, two methods are proposed, AELMOEA/Deval and AEL-
MOEA/DHV .

To investigate the effectiveness of the proposed methods, we con-
ducted the experiment on amulti-objective optimization benchmark
problem. In the experiment, the proposed methods were compared
with AELMOEA/D without the proposed promising solution se-
lection and ELMOEA/D, which is the synchronous approach. The
experimental result revealed that the proposed method can accel-
erate the convergence of the solutions without deteriorating the
performance compared with the previous methods. This indicates
the proposed promising solution selection based on the crowd-
ing distance can intensively search an area where the search is
insufficient and it contributes to perform more efficient search.

In the future, we will conduct experiments using not only MO-
EA/D but also the latest multi-objective optimization methods and
will work on further improving the proposed method.
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