
Exploratory Landscape Analysis Using Algorithm Based
Sampling

Yaodong He, Shiu Yin Yuen, Yang Lou
Department of Electronic Engineering, City University of Hong Kong

83 Tat Chee Ave, Kowloon Tong
Hong Kong, China

yaodonghe2-c@my.cityu.edu.hk; kelviny.ee@cityu.edu.hk; felix.lou@my.cityu.edu.hk

ABSTRACT
Exploratory landscape analysis techniques are widely used methods
for the algorithm selection problem. �e existing sampling methods
for exploratory landscape analysis are usually designed to sample
unbiased candidates for measuring the characteristics of the entire
search space. In this paper, we discuss the limitation of the unbiased
sampling and propose a novel sampling method, which is algorithm
based and thus biased. Based on the sampling method, we propose
several novel landscape features which are called algorithm based
landscape features. �e proposed features are compared with the
conventional landscape features using supervised and unsupervised
learning. �e experimental results show that the algorithm based
landscape features outperform the conventional landscape features.
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1 INTRODUCTION
Exploratory landscape analysis (ELA) techniques are the most
widely used methods dealing with algorithm selection problem.
�ey aim at extracting features for a problem prior to optimiza-
tion. Sampling techniques can sign�ciantly a�ect properities of
ELA features. A recent survey lists di�erent sampling strategies
for �tness landscape analysis [1]. �ey are random walk, adaptive
walk, reverse adaptive walk, ”uphill-downhill” walk, neutral walk
and population-based ”walks”. �e sampling method in this paper
belongs to the population-based ”walks” group. Instead of de�ning
new features as we run an algorithm, we propose the methodology
of constructing algorithm based features by concatenating an algo-
rithm with an ELA feature. �ese algorithm based features will be
compared with existing landscape features.
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2 LIMITATION OF THE EXISTING
LANDSCAPE FEATURES AND AN
IMPROVEMENT

In an algorithm selection method, �nite candidates are sampled to
estimate the �tness landscape. �e conventional sampling meth-
ods try to measure the characteristics of the entire search space.
�e fact that the performance of an algorithm on a problem in-
stance mainly depends on the characteristics of certain regions of
the search space rather than the entire search space is overlooked.
Almost all existing landscape features are computed using the can-
didates distributed in the entire search space. However, an e�cient
optimization algorithm will focus on parts of the search space af-
ter several generations, i.e., many candidates contribute li�le to
predicting the performance of the algorithm. �us we propose
our novel algorithm based sampling method and algorithm based
landscape features which carry more useful landscape information
and perform be�er than the conventional landscape features. For
a given problem instance and a given sample size λ, the processes
that extract the algorithm based features are designed as follows:
We run an optimization algorithm on the given problem with λ eval-
uations. Candidates generated in the �rst quarter of the evaluation
budget will not be used to compute the algorithm based feature
values. �e rest of the candidates are used to extract landscape
features. �e extracted biased landscape features are the proposed
algorithm based landscape features.

In this paper, we propose two types of novel algorithm based
landscape features. �ey are Arti�cial bee colony (ABC) based land-
scape features and di�erential evolution (DE), more speci�cally,
composite DE based landscape features. Suppose the sample size
is λ, to reduce the randomness of the feature result, candidates
generated in the �rst quarter of the evaluation budget will not
be used to compute the algorithm based feature values, although
λ candidates are evaluated. We implement the algorithm based
version of 5 widely used landscape features for comparison. �ey
are �tness-distance analysis (FDC), dispersion metric (DISP1%, 1%
��est candidates), evolvability (EVO), probability of convexity (PC)
and entropy (ENT) [2].

3 EXPERIMENTAL RESULTS
To investigate the e�ectiveness of the proposed algorithm based
landscape features, we apply them to the �tness landscape of the
BBOB noiseless suite [3]. �e search space is set to [−5, 5]D . �e
suite consists of 24 noiseless continuous functions. Di�erent in-
stances of a function are generated from the original function by
translating and rotating. In this section, 5 ABC based and 5 DE
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based landscape features are extracted and compared with the con-
ventional landscape features. �e pre�xes ABC-, DE- and Conv-
are added to the feature names denoting they are ABC based fea-
tures, DE based features and conventional features respectively.
�e BBOB noiseless suite is manually classi�ed into 5 classes [3].

Table 1: �e purity values of the clustering results. �e val-
ues are averaged over 30 independent experiments. Values
are bold if signi�cantly better.

Feature name D=5 D=10 D=20
Conv-features (λ = 500) 0.870 0.864 0.843
ABC-features (λ = 500) 0.907 0.894 0.866
Conv-features (λ = 500) 0.870 0.864 0.843
DE-features (λ = 500) 0.953 0.927 0.880
Conv-features (λ = 1000) 0.898 0.886 0.871
ABC-features (λ = 1000) 0.910 0.903 0.857
Conv-features (λ = 1000) 0.898 0.886 0.871
DE-features (λ = 1000) 0.960 0.934 0.888
Conv-features (λ = 2000) 0.916 0.897 0.878
ABC-features (λ = 2000) 0.926 0.908 0.864
Conv-features (λ = 2000) 0.916 0.897 0.878
DE-features (λ = 2000) 0.984 0.952 0.895

Table 2: �eMean Absolute Error (MAE) of the features. �e
result values are averaged over 30 independent experiments.
Values are Bold if signi�cantly better.

Feature name D=5 D=10 D=20
Conv-features (λ = 500) 0.694 0.798 0.851
ABC-features (λ = 500) 0.637 0.728 0.798
Conv-features (λ = 500) 0.694 0.798 0.851
DE-features (λ = 500) 0.603 0.752 0.840
Conv-features (λ = 1000) 0.692 0.756 0.791
ABC-features (λ = 1000) 0.627 0.699 0.789
Conv-features (λ = 1000) 0.692 0.756 0.791
DE-features (λ = 1000) 0.542 0.717 0.821
Conv-features (λ = 2000) 0.685 0.728 0.770
ABC-features (λ = 2000) 0.600 0.698 0.782
Conv-features (λ = 2000) 0.685 0.728 0.770
DE-features (λ = 2000) 0.503 0.636 0.780

3.1 Comparison of clustering quality
In this experiment, we investigate the performance of the proposed
landscape features using unsupervised learning. We use the K-
means clustering method (K = 5) to cluster these feature vectors.
�e purity values are computed to quantitatively evaluate the clus-
tering quality by referring to an ideal clustering result. �e range
of the purity value is [0, 1]. A higher purity value indicates a be�er
clustering quality. We select a function for each class. �us we
compose a subset consisting of 5 functions from the 5 classes. �e
selected functions are f1, f8, f11, f17 and f23. For each function
instance, their conventional and algorithm based landscape features
(FDC, DISP, EVO, PC and ENT) are extracted and concatenated,
composing 5-D feature vectors respectively. �e purity values of

the clustering results for the algorithm based landscape features
and the conventional landscape features extracted from 20 di�er-
ent instances for each function with dimensions D = 5, 10, 20 and
sample sizes λ = 500, 1000, 2000 are computed. �e experiment is
independently repeated 30 times. �e average purity values are
shown in Table 1. We use Mann-Whitney U-test (α = 0.05) to test
the signi�cance. Signi�cant results are shown in bold. In total,
there are 18 pairs of comparisons in Table 1, and 10 pairs show that
the algorithm based landscape features are signi�cantly be�er. �e
rest has no signi�cant di�erences.

3.2 Expected running time prediction
In the next experiment, we aim at investigating the performance of
the proposed features using supervised learning. We use a linear
regression model to predict the logarithm of the expected running
time (log10 ERT ) of the BIPOP-aCMA for reaching precision 10−7.
�e entire BBOB suite consisting of 24 functions is used for train-
ing and testing. �e experiment is designed as follows: We extract
feature vectors from 15 di�erent function instances for each bench-
mark function. �us 360 = 15×24 5-D feature vectors are extracted
and used for training the linear regression model. A�er the training,
for each function, 5 new instances are used for testing. We pre-
dict their log10 ERT and compute the mean absolute error (MAE)
between the predicted log10 ERT and the reference log10 ERT to
evaluate the performance of the linear regression model. A smaller
MAE value indicates a be�er prediction. �e experiment is inde-
pendently repeated 30 times. �e average MAE values are shown
in Table 2. We use Mann-Whitney U-test (α = 0.05) to test the
signi�cance. Signi�cant results are shown in bold. In total, there
are 18 pairs of comparisons in Table 2, and 13 pairs show that the
algorithm based landscape features are signi�cantly be�er. �e rest
has no signi�cant di�erences.

4 CONCLUSION
In this paper, we propose an algorithm based sampling method
and a set of novel features called algorithm based landscape fea-
tures. �ese features are computed by concatenating an algorithm
with an existing ELA feature. �e algorithm based features and
the conventional features are compared by clustering quality and
expected running time prediction. �e experimental results suggest
that algorithm based sampling may make a feature more e�ective.
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