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ABSTRACT 
Automatic clustering problems, which need to detect the 
appropriate clustering solution without a pre-defined number of 
clusters, still remain challenging in unsupervised learning. In 
many related works, cluster validity indices (CVIs) play an 
important role to evaluate the goodness of partitioning of data sets. 
However, there is no CVI that is likely to ensure reliable results 
for different structures of data. In this paper, we present a study of 
evolutionary many-objective optimization (EMaO) based 
automatic clustering, in contrast to the weighted sum validity 
function defined in literature, several validity functions (more 
than 3) are considered to be optimized simultaneously here. Since 
the research of EMaO is still in its fancy, we take four state-of-
the-art EMaO algorithms into consideration as the underlying 
optimization tool. To be more applicable and efficient for 
clustering problems, the encoding scheme and genetic operators 
are redesigned. Experiments show that, for the purpose of this 
study, it is promising to address automatic clustering problems 
based on a suitable EMaO approach. 
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1 INTRODUCTION 
The problem of determining the best estimation of K is known as 
the automatic clustering problem, which is still an open issue. 
There are various research works that attempt to tackle this issue, 
among which the approaches using nature-inspired metaheuristics 
(either single-objective or multi-objective versions) have gained a 
lot of attention. The usual way is to set the value of K from the 
interval [Kmin, Kmax], and then a cluster validity index (CVI) is 
adopted to evaluate the goodness of each clustering solution, such 
that CVIs can be used as objective functions to be optimized.  

Thanks to the potential of multi-objective metaheuristics, 
multi-objective clustering (MOC) algorithms often show 
superiority when dealing with datasets with different structures. 
Commonly, they perform search by optimizing several clustering 

 
Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage and that copies bear this notice and the full 
citation on the first page. Copyrights for third-party components of this work must be 
honored. For all other uses, contact the owner/author(s). 
GECCO '18 Companion, July 15-19, 2018, Kyoto, Japan 
© 2018 Copyright held by the owner/author(s). 978-1-4503-5764-7/18/07. . . $15.00 
https://doi.org/10.1145/3205651.3205759 

objective functions (usually two CVIs). It is known that the 
MOCK algorithm[1] is the most representative one in the field of 
MOC to address automatic clustering problem. Recently, an 
improved version of MOCK is proposed[2], named as △-MOCK, 
which can decrease the computational overhand as well as reduce 
the search space by a large margin. Up to now, there is no single 
CVI that shows superiority over others to deal with all cases. In 
order to take advantage of more CVIs to detect the cluster number 
as well as finding a good partition result, we present a study of 
evolutionary many-objective optimization based automatic 
clustering (EMaOC) using five objectives. 

2  THE PROPOSED AUTOMATIC MANY-
OBJECTIVE CLUSTERING 

There are, basically, several major components in the framework 
of EMaOC, such as the encoding scheme, evolutionary operators, 
objective functions optimized, and determination of the final 
clustering result from non-dominated solutions[3]. In this study, we 
develop the automatic many-objective clustering based on the 
well-performed algorithm △-MOCK[2]. Hence, the locus-based 
encoding scheme, the uniform crossover and the neighborhood-
biased mutation of △-MOCK are adopted here, whereas, the 
underlying optimization tool and the objectives optimized should 
be specified to suit the many-objective optimization property.  

Note that, the application of different EMaO algorithms in the 
proposed automatic clustering framework is studied. Here, four 
popular EMaO algorithms, namely SPEA-II-SDE[4], NSGA-III[5], 
MOEA/DD[6], and RVEA[7] are considered. The proposed 
framework is outlined in Algorithm 1. For the sake of 
convenience, we denote the studied clustering approaches as △-
MaOCK1(SPEA-II-SDE), △-MaOCK2 (NSGA-III), △-MaOCK3 
(MOEA/DD), and △-MaOCK4 (RVEA), respectively. 

Algorithm 1 EMaO based automatic clustering framework 
1: Input parameters  
2: Pre-computation for the loaded data set 

1) Compute nearest neighbors 
2) Compute the MST 

3: Initialize the population 
4: Execute the EMaO approach  
    1) Mating selection (except for NSGA-III) 

2) Reproduction operation to generate offspring solutions 
3) Evaluate each offspring solution by five objectives 

    4) Environmental selection  
5: Output the non-dominated solutions 

To obtain the initial population, a key parameter kmax should 
be set during the initialization of △-MOCK based on the true 
cluster number k*, which may not be obtained in most real-world 
cases. In this study, we set the value of kmax to be  as n



  

recommended by many related works in literature. As the same as 
△-MOCK, the intra-cluster variance (VAR) and connectivity (Cnn) 
are employed as two objectives to keep a trade-off trend when k 
increases from 2 to kmax. They evaluate basically different but 
equally desirable desirable qualities of a clustering solution. 
Besides, another three famous CVIs, namely CH, DB, and DU53, 
are taken into desirable qualities of a clustering solution. Besides, 
another three famous CVIs, namely CH, DB, and DU53, are 
considered to be optimized, since they have shown a promising 
performance for automatic clustering[8]. In view of the length of 
this paper, the mathematic function of these CVIs can be referred 
to Ref. [8]. Note that, the time complexities of them are both 
O(nkd) that is linearly scaled with respect to the number of points 
n and dimensions d, as well as k.  

3  THE EXPERIMENT 

3.1  Parameter settings and datasets 
Experiments are conducted on the synthetic data sets, which have 
been considered in the analysis of △-MOCK. Table 1 presents the 
characteristics of these datasets. For all algorithms, we set the 
population size as N=50, the total generations Tmax=50. For the 
evaluation of all clustering solutions, the external clustering 
validity criterion ARI (in [0,1]) is employed, which reaches the 
value of one as a perfect matching with the true clustering labels.  

Table 1 The characteristics of datasets 
Dataset Number of 

clusters 
Number of 
attributes 

Number of 
points 

20d-10c 10 20 3282 
50d-10c 10 50 3184 
20d-20c 20 20 5944 
50d-20c 20 50 6247 

3.2  Experiments and analysis 
In this section, each optimization approach is unrepeatably 
conducted five times in the step 4 of Algorithm 1. Then, the 
produced non-dominated solutions of all five executions by each 
algorithm are collected. Fig. 1 shows the box plots of ARIs which 
is computed by the solutions of different algorithms on the four 
data sets. It is evident that △-MOCK and △-MaOCK2 (especially 
the latter) can produce wide ranges of ARIs in most cases. For △-
MOCK, given  that ranges from ~55 (for 10c-type data maxk n
sets) to ~75 (for 20c-type data sets), NSGA-II can produce a 
widely distributed values of k by optimizing VAR and Cnn, 
leading to some small ARIs if k is very small (as low as 2 or 3) or 
very high. For △-MOCK2, the NSGA-III algorithm focuses more 
on the diversity of solutions by replacing the environmental 
selection strategy of NSGA-II. Note that, NSGA-III can perform 
well on benchmark test suits since the defined problems are in 
basis of well distributed Pareto optimal solutions. However, this 
may not be true for other optimization problems with irregular 
shape of PF, especially real-world cases.  

Overall, the △-MaOCK1 method which proposed based on 
SPEA-II-SDE performs better than the others. This may be owing 
to the fact that it is the extension of the algorithm SPEA-II with 
shift-based density estimation, which can produce solutions of 
better proximity without considerable sacrifice of diversity here. 
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     (a) 20d-10c                                          (b) 50d-10c 
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*Note: Index 1~5 in x-axis, respectively, denotes clustering 
algorithms △-MOCK, and △-MaOCK1~△-MaOCK4.  

Figure 1: Box-plots for the ARI comparisons.  

4 CONCLUSIONS 
The work done here focuses at dealing with automatic clustering 
using EMaO, for which four state-of-the-art EMaO methods are 
considered. Experiments show that, the SPEA-II-SDE based 
EMaOC (named as △-MaOCK1) technique shows a significant 
superiority over the others in terms of ARIs from a statistical 
viewpoint. Hence, it is considered to be a promising direction to 
address automatic clustering problems based on a suitable EMaO 
approach. Future research will be concentrated on the decision 
making step to determine the final clustering result.  
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