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ABSTRACT
We explore the application of GOMEA, a recent method for discov-
ering and exploiting the model for a problem in the form of linkage,
to Grammatical Evolution (GE). GE employs an indirect representa-
tion based on familiar bit-string genotypes and is applicable to any
problem where the solutions may be described using a context-free
grammar, which hence greatly favors its wide adoption. Being gen-
eral purpose, the representation of GE raises the opportunity for
benefiting from the potential of GOMEA to automatically discover
and exploit the linkage. We analyze experimentally the application
of GOMEA to two bit-string-based variants of GE representation
(the original representation and the recent WHGE) and show that
GOMEA is clearly beneficial when coupled to WHGE, whereas it
delivers no significant advantages when coupled with GE.

CCS CONCEPTS
• Theory of computation → Genetic programming; Gram-
mars and context-free languages; • Computing methodologies
→ Heuristic function construction; • Mathematics of com-
puting → Evolutionary algorithms;
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1 INTRODUCTION
Evolutionary Algorithms (EAs) are greatly appreciated also because
they do not require their users to provide a model for the problem
at hand: it is the EA itself which should discover, through the
evolution, the model, i.e., how the parts of the solution interact.
However, this result in not always achieved in practice. With the
aim of addressing this limitation, in the last years a novel model-
based EA, called Gene-pool Optimal Mixing Evolution Algorithm
(GOMEA) [7], has been introduced. The contribution of GOMEA is
twofold and consists of (1) a way, called Family of Subsets (FOS),
to represent the model (called linkage) together with a method
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for learning that linkage from the population, and (2) a genetic
operator called Gene-pool Optimal Mixing (GOM) in which the
individual iteratively receives from random donors some portions
of the genetic material defined by the FOS.

We here extend GOMEA to Grammatical Evolution (GE) [6], a
popular and very widespread EA. GE well fits the design goals of
GOMEA: in facts, with GE, a practitioner can tackle any problem
whose solutions may be described by means of a context-free gram-
mar (CFG) and is not required to know and tune the internals of the
EA; as a consequence, the possible model underlying the problem
is not available to GE.

Internally, GE is based on an indirect representation: genetic
operators are applied to bit-string genotypes; then, bit-strings are
transformed into solutions (i.e., strings of the language defined
by the problem-specific CFG) by means of a genotype-phenotype
mapping function. The indirect representation contributed to the
success of GE, but has also been criticized for its poor properties [3,
8], whose improvement, in turn, motivated some recent variants
for the individual representation, e.g., Weighted Hierarchical GE
(WHGE) [4].

In this paper, we explore the application of GOMEA to two
variants of GE—the original GE and WHGE—based on bit-string
genotypes, but differing in the genotype-phenotype mapping: the
latter is very relevant from the point of view of the linkage, with
is discovered by GOMEA at the genotype level. We present the
results of an experimental analysis involving GE, WHGE and four
ways to model the linkage applied to four benchmark problems:
we show that GOMEA does improve the search effectiveness when
coupled with WHGE, whereas its combination with GE delivers
mixed results.

Because of its demonstrated effectiveness on discrete optimiza-
tion problems, GOMEA has been extended to other EAs or condi-
tions, e.g., Genetic Programming in GOMEA-GP [9] and real-valued
optimization in RV-GOMEA [1]. To the best of our knowledge, our
proposal is the first application of GOMEA to GE. There have been,
however, other studies aiming at exploiting, in GE, the knowledge
of the model underlying the problem. Significant ones include [5]
and [10], where the aim is to modify the grammar to discover new
problem-specific building blocks and hence improve the search
effectiveness. Somehow similarly, in [2] a method for obtaining a
model (in the form of a graph) automatically from a grammar is
presented.

2 GOMEA FOR BIT-STRING GE
Our proposal for the application of GOMEA to GE is based on
GP-GOMEA [9]. After the initialization of the population, a main
loop is repeated until a termination criterion is met and consists in
two steps: (i) learning the linkage from the current population and
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(ii) applying the Gene-pool Optimal Mixing (GOM) variation opera-
tor to each individual in the population. The linkage is expressed as
a Family of Subsets (FOS) F = {F1, F2, . . . } which is a set of sets of
zero-based genotype indexes (loci): i.e., Fi ⊆, {0, . . . , lд − 1}, where
lд is the evolution-wise immutable size of the genotype. We exper-
imented with 4 different way of obtaining the FOS: 2 consisting
in learning the FOS from the population—Linkage Tree (LT) and
Random Tree (RT), both described in [9]—and 2 predefined FOS—
Univariate (U) and Natural (N). Univariate assumes that there is no
linkage between portions of the genotype: the FOS contains one sin-
gleton set for each possible locus, i.e., FU = {{0}, {1}, . . . , {lд −1}}.
Natural captures the representation-dependent linkage: we ap-
plied it only to original GE, where the derivations are chosen
using groups of 8 consecutive bits, i.e., FN,GE = {{0, 1, . . . , 7},
{8, 9, . . . , 15}, . . . }.

The application of the GOM operator to an individual (д,p, f )
consists in repeating the following steps for each set F in a random
permutation of F : (i) a donor (дd ,pd , fd ) is randomly chosen in
the population and (ii) the portions of the genotype д defined by
F are replaced with the corresponding portions coming from дd ;
(iii) the fitness of the new individual is computed and, (iv) if there
is a strict improvement, the modification on the individual д is kept,
otherwise, it is rolled back.

We observed that, due to the high degeneracy, applying the
GOM resulted often in no modifications to the individual. We hence
included a forced mutation to be applied when the phenotype did
not change after the processing of all the sets in F . Moreover, in
order to preserve good individual from being “forgot” due to the
forced mutation, we also included a simple mechanism for keeping
track of the best individual, updated at each iteration.

3 EXPERIMENTS AND CONCLUSIONS
We considered 4 benchmark problems—Parity-7, Nguyen-7, KLand-
scapes-5, and Text [3]—and used a prototype Java implementation
(available at https://github.com/ericmedvet/evolved-ge) for both
the standard EA (the baseline) and GOMEA on both GE and WHGE.
We performed 30 runs for each combination of EA, FOS (only for
GOMEA), representation, and problem, each run using a machine
with 2 Intel Xeon E5-2694 v4 CPUs (2.3GHz) with 18 cores each
and 128GB of RAM, and with the following parameters: genotype
size lд = 512 (GE) or lд = 128 (WHGE); population size npop = 500;
two-points same crossover with rate 0.8; bit-flip mutation with
pmut = 0.01 with rate 0.2; tournament selection of size 3; and max
elapsed time Tmax = 60 s as termination criterion.

Table 1 shows the mean and the standard deviation (across the 30
runs) of the final best fitness for each problem and variant: the table
also shows, for each GOMGE variant and problem, the statistical
significance (p-value with the Mann-Whitney U-test) of the null
hypothesis that the final best fitness values have equal median of
those obtained with the standard EA.

It can be seen that GOMEA, when coupled with WHGE, gives
better results than the baseline in all the cases (FOS/problem) with
the exception of U on KLandscapes-5: the difference is always sta-
tistically significant. In the Parity-7 problem, the increase in effec-
tiveness is particularly clear: WHGE+RT and WHGE+LT obtain
the perfect fitness in all the runs, whereas the baseline WHGE does

Table 1:Mean and standard deviation of the final best fitness.
Statistical significance (see text): ‡, †, and ∗ stays for p lower
than 0.01, 0.05, and 0.1, respectively.

Var. Parity-7 Nguyen7 KLand.-5 Text

G
E

Base. 0.5 ±0.02 0.39±0.25 0.61±0.09 4.9±1.2
U 0.5 ±0.01 0.49±0.19‡ 0.63±0.06‡ 3.5±0.7‡

N 0.5 ±0 0.4 ±0.2 0.61±0.09 3.1±0.8‡

RT 0.49±0.02 0.68±0.6 ‡ 0.68±0.04‡ 4.5±0.6‡

LT 0.49±0.03 0.68±0.16‡ 0.68±0.04‡ 4.6±0.5‡

W
H
G
E Base. 0.17±0.13 0.52±0.19 0.4 ±0.08 5.7±0.8

U 0.16±0.07∗ 0.31±0.15‡ 0.6 ±0.05‡ 4.9±0.5‡

RT 0 ±0 ‡ 0.18±0.11‡ 0.29±0.04‡ 4 ±0 ‡

LT 0 ±0 ‡ 0.21±0.12‡ 0.25±0.07‡ 4 ±0 ‡

not. On the other hand, the standard GE representation seems to
be unsuitable for exploiting the advantages of GOMEA, in general:
no significant difference are visible on one problem (Parity-7), a
decrease in the fitness is visible on two problems (Nguyen7 and
KLandscapes-5), and an improvement is visible for the last problem
(Text).

In conclusion, we think that GOMEA may deliver significant
performance improvements when coupled with WHGE, the most
recent representation variant of GE. Despite further analysis has to
be performed to confirm and explain the experimental findings here
presented, we think that our results (1) suggest that the applicability
of GE may be further improved by incorporating GOMEA and
(2) shed new light on the possibility of WHGE to exhibit “good”
and learnable linkage.
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