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ABSTRACT
In the domain of Service-Oriented Architecture, web services are se-
lected and composed to meet users’ functional and non-functional
requirements. A few researchers have proposed Evolutionary Com-
putation (EC) techniques for service composition problems, where
semantic matchmaking quality andQuality of Service (QoS) are indi-
vidually or jointly optimised. However, these EC-based approaches
allow best individuals (i.e., composition solutions) to be carried
across generations, but does not consider the knowledge of the
promising individuals for breeding better solutions. Due to its ca-
pability of learning the knowledge of good solutions, Estimation
of Distribution Algorithm (EDA) has been successfully applied to
tackle semi-automated QoS-aware service composition, where an
abstract composition work�ow is assumed known. However, this
assumption is not always satis�ed, so learning the knowledge of so-
lutions without pre-given work�ows is very challenge. We propose
an EDA-based service composition approach to jointly optimize
QoS and semantic matchmaking quality in a fully automated way,
and our experiment evaluation demonstrates the e�ciency and the
e�ectiveness of our proposed approach.
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1 INTRODUCTION
Comprehensive quality-aware semantic web service composition is
aimed at loosely coupling semantic web services while optimizing
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semantic matchmaking quality and quality of services, see the formal
de�nition of the problem in [3, 4]. EDA is good at extracting useful
knowledge from past experiences in the form of distribution models
for more e�ective searches of promising solutions. Existing research
work [1] only considers a possible use of EDA for semi-automated
service composition. They assume one composition work�ow is
given. However, this assumption is not always satis�ed, so learning
the knowledge of solutions without pre-given work�ows is very
challenge in automated service composition. In this paper, we will
propose a EDA-based approach to fully automated service com-
position, and compare it with one recent work [3] on the same
problem.

2 PROPOSED APPROACH
To enable EDA to learn the knowledge of service composition, we
proposed a decoding and encoding algorithm for our vector-based
individuals, which contribute to a more reliable and accurate learn-
ing of probabilistic distribution model for our permutation-based
populations. Apart from that, to enhance the searching ability of
EDA, two updating methods are proposed to update the distribution
model adaptively.

Representation and Population. Let G = (V ,E) be a DAG-
based service composition solution. Let [S0, . . . , St ] be a sequence
of services discovered by Breadth-First search (BFS) performed on
G, [St+1, . . . , Sn−1] be a sequence of remaining services in service
repository SR but not utlized by G. We use solдk = [Iдk (S0), . . . ,
I
д
k (St ), . . . , I

д
k (Sn−1)] to represent the k

th (out ofm) service compo-
sition solution, and P (д) = [solд0 , . . . , sol

д
k , . . . , sol

д
m−1] to represent

a population of solutions of generation д. Iдk (Sx ), x ∈ {1, . . . ,n − 1},
represents the index of service Sx in SR.

We use Node Histogram Matrix (NHM) [2] to represent the
knowledge of a P (д) as a NHMд , and Node Histogram Based Sam-
pling Algorithm (NHBSA) [2] is employed to the NHMд to breed
solutions represented in vectors.

A Decoding and Encoding Algorithm. The decoding algo-
rithm is extended from [3], which decodes vector-based individuals
(i.e., bred vectors from NHBSA) into DAGs for �tness evaluations.
To make it possible to learn the distribution over service composi-
tion solutions in each population, BFS is applied to encode DAGs
into a sequence of vectors. These resulted vectors enable a reliable
and accurate learning of NHM.

Adaptive Updating of NHM. To tract the promising searching
area, we attempt to select a proper learning discount rate α in Eq.(1)
for updating NHM . This formula de�nes a mechanism to update
the newly generate NHMд+1 by considering NHMд generated
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from a prior population to prevent from premature and low rate
convergence.

NHMд+1 ← (1 − α ) × eдi, j ∈ NHMд + α × e
д+1
i, j ∈ NHMд+1 (1)

To balance exploration and exploitation for the searching process,
we propose two methods to predict proper α using Eq. (2) and (4).
These two methods named as Entropy-based EDA (E-EDA) and
Linear decrement EDA (L-EDA). Eq. (2) decides α based on its linear
relationship to the changes in knowledge of NHM. This relationship
is established for a given e�ective moving range [A, B].

α =
H (P (д + 1)) −min{H (P (д)),H (P (д + 1))}

max {H (P (д)),H (P (д + 1))} −min{H (P (д)),H (P (д + 1))}
× (B −A) +A (2)

H (P (д)) =
1
n

∑
i ∈C

∑
j ∈C
−

e
д
i, j∑

j ∈C e
д
i, j

log2
e
д
i, j∑

j ∈C e
д
i, j

(3)

H (P (д)) indicates the entropy of of NHM extended from the Shan-
non entropy using Eq. 3. n is the dimension size of composition
solutions , andC is a list, [0, 1, ...,n−1]. [A, B] is a moving range of α
subsumed by [0, 1].min{H (P (д)),H (P (д+1))} andmax {H (P (д)),
H (P (д + 1))} are theoretically minimum and maximum entropy
values of NHM that are calculated based on the historically found
values during the run.

Eq. (4) decides α based on a linear decrement strategy. A linear
decrement strategy is applied to adjust α along with generations.

α =
m − д

m
× (B −A) +A (4)

m is the maximum generation, and д is a counter for the current
generation in EDA. [A, B] is the same interval discussed in Eq. 2

3 FITNESS FUNCTION
To evaluate each individual we employ the �tness function in [3, 4].
The �tness of an individual can be calculated based on a weighted
sum of all the quality criteria using Eq. (5).

F itness = w1M̂T +w2 ˆSIM +w3Â +w4R̂ +w5 (1 − T̂ ) +w6 (1 − Ĉ ) (5)

with
∑6
k=1wk = 1. This objective function is de�ned as a compre-

hensive quality model, which considers quality aspects in semantic
matching type M̂T , semantic similarity ˆSIM , availability Â, relia-
bility R̂, time T̂ , and cost Ĉ . T̂ and Ĉ are o�set by 1 that results in
higher scores for better quality. The goal of comprehensive quality-
aware semantic service composition is to maximize the objective
function Eq. (5) to �nd the best solution.

4 EXPERIMENTS
We conducted an experiment to evaluate the performance of three
methods (i.e., EDA, L-EDA and E-EDA) with the PSO-based method
[3]. The weights settings of �tness function followed strictly these
in [3]. The datasets used in this comparison were based on the
one proposed in [3]. The population size is set to 200, number of
generations equals to 100, and bratio is 0.0002. The interval [A,
B] is set to [0.2, 0.9]. We run the experiment with 30 independent

repetitions with the results shown in Table 1 and Table 2. Table 1
shows that the �tness of EDA-based approaches is generally higher
than those produced using the PSO-based approach [3]. L-EDA
and E-EDA slightly outperform EDA, and are comparable to each
other. Table 2 shows that three EDA-based approaches consistently
require less execution time (in seconds) compared to [3]. L-EDA
and E-EDA require less time for execution for most tasks.

Table 1: Comparison results of Mean �tness

Task EDA L − EDA E − EDA PSO [3]
WSC 08-1 0.50621 ± 0.0096 0.50692 ± 0.0112 0.50639 ± 0.0100 0.52216 ± 0.0044
WSC 08-2 0.61433 ± 0.0000 0.61433 ± 0.0000 0.61433 ± 0.0000 0.61355 ± 0.0030
WSC 08-3 0.45509 ± 0.0001 0.45513 ± 0.0001 0.45513 ± 0.0001 0.45415 ± 0.0005
WSC 08-4 0.46447 ± 0.0001 0.46447 ± 0.0001 0.46450 ± 0.0001 0.46451 ± 0.0001
WSC 08-5 0.46908 ± 0.0003 0.46910 ± 0.0002 0.46908 ± 0.0003 0.46863 ± 0.0011
WSC 08-6 0.47422 ± 0.0001 0.47424 ± 0.0001 0.47423 ± 0.0001 0.47326 ± 0.0006
WSC 08-7 0.48075 ± 0.0001 0.48077 ± 0.0000 0.48077 ± 0.0000 0.47900 ± 0.0005
WSC 08-8 0.46182 ± 0.0000 0.46182 ± 0.0000 0.46182 ± 0.0000 0.46156 ± 0.0003
WSC 09-1 0.56690 ± 0.0085 0.56835 ± 0.0076 0.56857 ± 0.0086 0.56944 ± 0.0089
WSC 09-2 0.47114 ± 0.0000 0.47115 ± 0.0000 0.47116 ± 0.0000 0.47110 ± 0.0003
WSC 09-3 0.55116 ± 0.0000 0.55116 ± 0.0000 0.55116 ± 0.0000 0.55109 ± 0.0003
WSC 09-4 0.47255 ± 0.0003 0.47242 ± 0.0004 0.47246 ± 0.0003 0.47129 ± 0.0008
WSC 09-5 0.47041 ± 0.0000 0.47041 ± 0.0000 0.47041 ± 0.0000 0.47008 ± 0.0003

Table 2: Comparison results of Mean execution time

Task EDA L − EDA E − EDA PSO [3]
WSC 08-1 56.32 ± 3.59 53.81 ± 3.88 56.62 ± 2.18 62.76 ± 33.27
WSC 08-2 36.36 ± 1.16 35.23 ± 2.06 35.91 ± 2.15 41.72 ± 22.91
WSC 08-3 7815.85 ± 2040.97 8449.16 ± 2355.53 7106.93 ± 1156.56 12152.72 ± 1971.99
WSC 08-4 36.25 ± 0.91 35.73 ± 1.53 35.96 ± 1.07 118.53 ± 29.69
WSC 08-5 410.84 ± 66.05 431.95 ± 52.27 421.86 ± 53.11 1174.28 ± 380.70
WSC 08-6 6419.64 ± 257.47 6185.60 ± 369.85 6338.24 ± 355.60 11321.95 ± 2269.06
WSC 08-7 954.36 ± 167.92 1022.54 ± 175.85 1026.04 ± 158.96 2133.10 ± 753.53
WSC 08-8 1729.35 ± 157.70 1657.01 ± 156.29 1632.35 ± 193.30 4864.01 ± 1141.94
WSC 09-1 56.69 ± 3.32 57.41 ± 2.68 57.63 ± 3.59 91.61 ± 47.36
WSC 09-2 1180.21 ± 144.15 1116.08 ± 135.96 1105.67 ± 92.66 2201.56 ± 522.42
WSC 09-3 805.82 ± 28.33 790.33 ± 23.15 803.40 ± 26.19 1298.32 ± 445.03
WSC 09-4 26741.33 ± 1464.03 26386.08 ± 2818.80 25733.08 ± 1333.06 36804.51 ± 7670.98
WSC 09-5 5861.03 ± 366.95 6006.96 ± 472.10 5892.08 ± 419.45 9556.08 ± 2194.68

5 CONCLUSION
In this paper, we proposed an EDA-based approach to comprehen-
sive quality-aware semantic web service composition. In particular,
we proposed a decoding and encoding algorithm and two adap-
tive updating methods. Our experimental evaluation shows that
EDA-based approaches are more e�ective and e�cient compared
to the PSO-based approach [3]. This demonstrates that learning the
knowledge of promising composition solutions can help �nd near-
optimal solutions. In addition, two updating methods proposed in
E-EDA and L-EDA achieve a reasonable good results compared to
EDA. As the interval [A, B] for updating α plays an important role
for these two updating methods, we can investigate the in�uence of
di�erent intervals for our adaptive updating methods in the future.
Besides that, we can investigate other methods to decide α based
on its non-linear relationship to the entropy of NHM for EDA.
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