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ABSTRACT

Prior work has demonstrated that genetic programming systems
often maintain higher levels of population diversity when using
lexicase selection than when using other parent selection methods,
and that the use of lexicase selection improves problem-solving
performance in many circumstances. It has been suggested that it is
not only the maintenance of diversity that is responsible for the per-
formance of lexicase selection, but more specifically the production
and maintenance of “specialists” that matters, where specialists are
defined to be individuals with the lowest error, relative to the rest
of the population, on a small number of training cases regardless
of total error. Here we provide results of experiments that uphold
this suggestion by tracking the numbers of specialists selected by
lexicase selection and by tournament selection in a genetic pro-
gramming system solving software synthesis problems. Our results
also show that lexicase selection selects parents with poor total
error far more frequently than tournament selection, even near the
ends of successful runs, suggesting that such selections are integral
to the improved problem-solving performance of lexicase selection.
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1 INTRODUCTION

Genetic programming proceeds through a cycle of selecting par-
ent programs, producing child programs from those parents, and
assessing those children with respect to their performance on a
target problem [6]. In the present paper we focus on the parent
selection step of the genetic programming algorithm, which deter-
mines which programs in the current population will be used as
the source material out of which the next generation’s programs
will be constructed.

The most commonly employed parent selection methods select
parents on the basis of the quality of potential parents, which is
assumed to be represented by a single numerical value for each
program, in combination with some form of randomization. One
such parent selection method is tournament selection, in which, for
each parent selection event, a small, constant number of potential
parents is chosen from the population with uniform probability,
and then the highest quality individual from that “tournament set”
is selected as the parent.

By contrast, in lexicase selection [5, 8] program errors on individ-
ual training cases all contribute to the selection of parents without
being aggregated. Prior research has demonstrated that lexicase
selection can significantly improve problem-solving performance
and the diversity of the populations on which it operates [4].

The specific hypothesis that we explore is that lexicase selection
not only promotes diversity in general, but that it more specifically
promotes the generation and maintenance of “specialists” While
this might seem to follow naturally from the definition of lexi-
case selection (see below), it has never before been demonstrated
empirically.

In the following section we describe the lexicase selection algo-
rithm and some of the prior results on the interactions between
lexicase selection and population diversity. We then describe the
methods that we employed for our experiments, followed by our ex-
perimental results. We conclude with comments on the implications
of these results and suggestions for future research.

2 LEXICASE SELECTION

Unlike the majority of contemporary parent selection methods,
lexicase selection does not choose a parent individual based on an
aggregated error value. Instead lexicase selection considers an indi-
vidual’s error on each particular training case separately. Lexicase
selection considers training cases one at a time, in random order,
iteratively filtering the population down to just individuals with
the lowest error on the current training case. Once there is either a
single individual, or all training cases have been used to filter the
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population, lexicase selection terminates by returning a random
individual from the filtered population.

The lexicase selection algorithm is described in detail by [8]
and [5]. Notice that after any number of training cases the collection
of candidates might contain a single individual which becomes the
selected parent. The error values of that individual on the remaining
training cases could be arbitrarily high without disqualifying the
individual for selection.

One important note about the implementation of lexicase selec-
tion is that the population generally undergoes a “pre-selection”
phase which filters the population down to one randomly chosen
individual for each distinct vector of errors in the population. This
implementation produces the same behavior, but removes the worst
case runtime situation and is why we do not see any lexicase selec-
tion events which utilize every training case in the results presented
in section 4.

We define a “specialist” as an individual with elite error values on
some relatively small subset of the training cases regardless of the
individual’s error values on the rest of the training set. Given the
lexicase selection algorithm described above, it is clear that there
is the possibility for lexicase selection to select specialists. This
paper presents empirical evidence that lexicase selects specialists
in practice, and it is suggested that these selections are beneficial
to evolution.

2.1 Previous Results

Since its initial proposal, lexicase selection has proven to be useful
in genetic programming systems designed for software synthesis
tasks. The reason for lexicase selection’s use in this domain is
the higher success rate observed in many problems across multiple
genetic programming techniques [1, 5]. Since the discovery of these
results in favor of lexicase selection there has been an ongoing effort
to better understand the behavior of lexicase selection in order to
determine what makes it so effective at finding solutions.

One important finding about lexicase selection is that it main-
tains a higher diversity in the population throughout an evolu-
tionary run compared to other selection methods [3]. Furthermore,
lexicase selection has been shown to be much better at recovering
diversity than tournament selection after a diversity crash [2].

3 METHODS

Data on lexicase selection was gathered on a suite of 5 problems, all
of which were taken from the General Program Synthesis Bench-
mark Suite [4]. Lexicase selection has been shown to produce more
solutions to these problems and maintain higher diversity than
tournament selection, with or without implicit fitness sharing, as
discussed in Section 2.1. All experimental runs were done using
the Clojush genetic programming framework.! A summary of the
hyperparameter configuration of the Clojush system used for every
experimental run is given in [4].

The parent selection algorithm was varied across experimen-
tal runs for each problem. The empirical results presented in this
paper were gathered from three genetic programming runs per
selection method per problem. While this is clearly not enough
runs to demonstrate the superiority of one setting over another,

Ihttps://github.com/lspector/Clojush

that is not our aim here; it is, however, sufficient to gather data that
characterizes the behavior of the selection algorithms when applied
to these problems. The two parent selection methods included in
the comparison are lexicase selection and tournament selection.
These runs produced a mean number of selection events per con-
figuration of 699,278. The range of number of selection events for
each experimental configuration is 124,087 to 1,529,694.

4 RESULTS
4.1 Cases Utilized for Selection

The first set of results, shown in Figure 1, presents the distribution
of number of training cases utilized by lexicase selection. It is clear
that in all problems the majority of selection events are concluded
using less than 25% of the training cases, and very few selection
events utilize more than 50% of the training cases.

The “mirror image” problem shows a slightly different trend
than the other problems in that it has a peak centered around 12
training cases where other problems peak at 1 or 2 training cases.
The “mirror image” problem is also the only problem that has more
selection events that use 75+ training cases than 50 to 75 training
cases. These unique qualities of the mirror image problem may
indicate some interesting dynamics of lexicase selection, but they
do not disagree with the hypothesis regarding specialists because
the vast majority of the selection events still utilize fewer than 50%
of the training cases.

Every time lexicase selection utilizes a small subset of training
cases, it might be selecting an individual with a very high total error
relative to the rest of the population. If only 50% of the training
cases were considered when selecting an individual it is possible
that some, or all, of the unseen training cases produced very high
errors. These high errors could come from particularly inaccurate
predictions or even penalties. Under other selection methods, such
as tournament selection, the errors from these training cases would
be aggregated into an exceptionally high total error and thus virtu-
ally disqualify the specialist from selection.

4.2 Total Error Rank of Selections

It is clear that lexicase selection provides the opportunity for se-
lection of individuals with relatively high total error. However, it
has only anecdotally been shown that lexicase selection selects
individuals with high total error in practice [7].

To better illustrate the degree to which lexicase selection is elitist
with respect to total error, we instrumented the total error rank of
each individual selected during a selection event for both lexicase
selection and tournament selection. As mentioned previously, the
individual with the lowest total error in the population at the cur-
rent generation will have a rank of 1, the second lowest total error
will have a rank of 2, and so on.

Figure 2 shows a histogram depicting the distribution of total
error rank for selected individuals. Both lexicase selection and
tournament selection are strongly right tailed, suggesting that indi-
viduals with a low total error relative to the rest of the population
have a higher chance of being selected under both algorithms. How-
ever, lexicase selection clearly selects individuals with a high total
error rank more frequently.
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Figure 1: The distribution of number of test cases utilized by lexicase selection across all runs.
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Figure 2: Histograms showing the number of selection events of individuals with each total error rank, for each of the studied

problems under lexicase and tournament selection.
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Figure 3: The average rank of selected individuals at each generation for each run. All lexicase selection runs, except for “small
or large”, found solutions before the maximum number of generations, which is why there is no data for later generations.

Figure 3 shows the average rank of selected individuals at each
generation of each run. Lexicase selection’s tolerance of individuals
with relatively high total error is clear in this chart, because at all
generations of all runs on all problems lexicase selection appears to
select individuals with a higher total error rank than tournament
selection.

4.3 Selection of Specialists

To show that lexicase selection makes frequent selections of spe-
cialists Figure 4 plots the proportion of training cases utilized by
lexicase selection versus the total error rank of the selected individ-
uals. It is evident that the selection events which select individuals
with high total error rank tend to also utilize fewer training cases.
The individuals selected by lexicase selection at these events are
specialists. The data presented in section 4.2 distinctly conveys that
tournament selection will rarely select individuals with high total
error ranks. Thus, it must be the case that tournament selection

would almost never select the specialists seen in the data of lexicase
selection events.

4.4 Do Specialists Produce Solutions?

Lexicase selection has been shown to have a higher solution rate
than tournament selection for software synthesis problems. As seen
in section 4.1 through 4.3, lexicase selection selects specialist indi-
viduals with relatively high total error, while tournament selection
does not. Thus it can be shown that there is a correlation between
selecting specialist individuals and higher solution rates.

But is there a causal connection here, beyond the correlation?
To examine the link between selecting specialists with higher total
error and improved solution rates, figure 5 plots data from the final
8 generations of runs which found solution programs in a similar
fashion to figure 4. The “small or large” problem is the only problem
which experiences almost no selections of specialists in the final
generations leading to a solution. This finding merits future study.
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Figure 4: The proportion of training cases utilized by lexicase selection versus the total error rank of the selected individuals

across all generations of all runs.
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Figure 5: The proportion of training cases utilized by lexicase selection versus the total error rank of the selected individuals
in the final 8 generations of runs which resulted in find a solution.

5 CONCLUSION

This paper presents empirical evidence that suggests lexicase selec-
tion selects “specialist” individuals. The results in this paper also
show that lexicase selection is far less elitist with respect to total
error than tournament selection, both throughout an evolutionary
run and directly before finding solution programs. This may ex-
plain the higher levels of diversity seen throughout evolution when
using lexicase selection, and it may also help to explain the strong
problem-solving performance of lexicase selection.

In the future it would be informative to include more selection
methods in the comparison. We feel that instrumenting implicit
fitness sharing and novelty selection using the methods utilized in
this paper could provide a more interesting comparison of selection
methods. This would come at a greatly increased computational
and storage cost, as all selection methods produce a large number
of selection events per run.

It would also be informative to see if the behaviors demonstrated
in this paper generalize to other problem domains. This would likely
involve the use of variants of lexicase selection, such as e-lexicase
selection.
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