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ABSTRACT
Currently, most of the decomposition-based multi-objective evolu-
tionary algorithms (MOEA) are based on a number of prespecified
weight vectors. However, when the shape of the Pareto front is
inconsistent with the distribution of weight vectors, only a small
number of non-dominated solutions can be obtained inside the
Pareto front. Moreover, if an external archive with a dominance-
based update mechanism is used to overcome this difficulty, a large
computational time is needed which is often unpractical. In this
paper, we propose a new archive update mechanism with a new
archive structure. A large weight vector grid is used to update the
archive by using a scalarizing function. The proposed archive up-
date mechanism can be applied to any MOEA with an external
archive. We examine the effectiveness of the proposed mechanism
on MOEA/D. Our experimental results show that MOEA/D with
the proposed new archive update mechanism is able to find more
solutions inside the Pareto front compared to MOEA/D without the
archive. In addition, it needs less computational time compared to
MOEA/D with the dominance-based archive update mechanism.
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1 INTRODUCTION
MOEA/D [12] is a representative decomposition-based algorithm. In
MOEA/D, the multi-objective problem is decomposed into a series
of single-objective subproblems and each solution is associated
with a subproblem. If a set of weight vectors is properly defined,
MOEA/D is able to obtain a set of non-dominated solutions which
are uniformly distributed across the entire Pareto Front (PF). As
discussed in [9], the weight vector grid in MOEA/D is a nice way to
maintain the diversity of the population. Most of the decomposition-
basedMOEAs are using the same or similar mechanism [7, 8, 10, 12].

However, a crucial issue of using the weight vector grid is that
when the shape of the PF is inconsistent with the shape of the
weight vectors, only a small portion of solutions are obtained in-
side the PF [5–7]. Fig. 1 shows the relation between the weight
vectors and the PF as well as the result of MOEA/D for a three-
dimension inverted DTLZ1 (I-DTLZ1) problem [8]. The shape of
PF in Fig. 1(a) is the same as the distribution of weight vectors.
However, they are different in Fig. 1(b). When MOEA/D is applied
to a three-dimension DTLZ1 problem [2], the obtained solutions
are uniformly distributed. However, Fig. 1(c) shows an example
of the obtained nondominated solutions by MOEA/D for a three-
dimension I-DTLZ1 problem. The PF shape of the inverted DTLZ1
is inverted triangular, which is inconsistent with the distribution
of the weight vectors. It shows that for the inverted DTLZ1, a lot
of the obtained solutions are on the boundary of the PF, and only a
few solutions are inside the PF. The reason for this phenomenon
is that when the shape of the PF is different from the distribution
of the weight vectors, MOEA/D will push the solutions associated
with the weight vectors out of the shaded region (Fig. 1(b)) to the
boundary of the PF [4].

The external archive is needed to overcome the above issue.
Here some external archive update mechanisms have been pro-
posed. MODE [3] is a dominated based archive, the size of the
archive is controlled by the crowding distance. JADE [11] stores
the recently explored inferior solutions, whose difference from the
current population is utilized as the directions of the searching
process.
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(a) Consistent distributions (b) Inconsistent distributions (c) Inverted DTLZ1

Figure 1: Relation between a set of weight vector grid and the PF and a result in I-DTLZ1

However, the majority of external archives are based on Pareto
dominance. In this paper, a new external archive update mecha-
nism with a weight vector grid structure is proposed. In our experi-
ment, we examine the effectiveness of the proposed mechanism on
MOEA/D. Our experimental results show that the proposed new
weight vector based external archive update mechanism is able to
find more solutions inside the PF compared with MOEA/D without
an archive and its computational time is less than MOEA/D with
dominance-based archives.

The remainder of this paper is organized as follows. Section 2
presents the proposed new weight vector based external archive
update mechanism. Numerical results are given in Section 3. Section
4 will discuss the further study. Finally, Section 5 concludes this
paper.

2 PROPOSED EXTERNAL ARCHIVE UPDATE
MECHANISM

2.1 Basic Idea of New External Archive Update
Mechanism

In order to overcome the issue described in Section 1, a simple
method is to use an external archive with a dominance-based update
mechanism [12], which stores all the non-dominated solutions.
When a new solution is generated, it removes the solutions which
are dominated by the new generated one and add the new generated
solution to the archive. However, as the population size increases,
the additional computation load for updating the external archive
increases exponentially.

Our idea is to use an external archive with a large weight vector
grid structure. When a new solution is generated, it is assigned
to the closest weight vector in the weight vector grid. Then the
new solution is compared with the current solution of the assigned
weight vector using a scalarizing function. If the new solution has
a better scalarizing function value than the current solution, the
new solution will replace the current solution. If not, the current
solution stays the same.

2.2 Update Procedure
To update the solutions in the weight vector based external archive,
there are mainly two steps:

1. Weight vector searching, which finds the nearest weight vector
for the new generated solution.

2. External archive solution update, which updates the solutions
by a scalarizing function.

2.2.1 Weight vector searching. First, we need to find the closest
weight vector in the weight vector grid of the external archive,
and then assign the generated solutions to that weight vector. The
cosine similarity value between the weight vector and the new
generated solution is calculated as the closeness indicator which
defined as follows:

cosθ =
wv · s
| |wv| | | |s| |

(1)

Wherewv is the weight vector in the weight vector grid of external
archive and s is the new generated solution.

2.2.2 The external archive solution update. After finding the
closest weight vector for the new generated solution, we update the
weight vector based external archive by using a scalarizing function
such as PBI and Tchebycheff function. In our experiments, we use
Tchebycheff as the scalarizing function. The current solution which
associated with the weight vector and the new generated solution
are compared through their scalarizing function values. The better
one will be kept for this weight vector.

3 EXPERIMENTAL RESULTS
The parameter setting of the different versions of MOEA/D algo-
rithm in our experiments are set as follows:
• Initialization method: Randomly Initialization
• Mutation probability: 0.01 (Randomly Generated)
• Crossover probability: 1 (Blending Crossover)
• Scalarizing function: Tchebycheff
• Neighborhood size: 2% of population size

The population size in different experiments is specified in the
experiment part. We use the number of examined solutions as
the terminate condition to make sure that the computational load
among different versions of MOEA/D algorithm are the same.

Our computational experiments are performed on a PC with
Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz and 128 GB RAM.

The result and source code can be found in
https://github.com/nixizi/Weight-Vector-Grid-Based-Archive

https://github.com/nixizi/Weight-Vector-Grid-Based-Archive
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Table 1: Hypervolume comparison

Hypervolume
Algorithm DTLZ1 I-DTLZ1 DTZL2BZ Avg.

MOEA/D-WV 1 1.1460 0.3081 0.5773 0.6771
MOEA/D-NA 2 1.0628 0.2717 0.5660 0.6335
MOEA/D-DB 3 1.1509 0.3169 0.5827 0.6835
MOEA/D-BA 4 1.1509 0.3169 0.5827 0.6835
1 MOEA/D with the weight vector based archive
2 MOEA/D without the archive
3 MOEA/D with the dominance-based archive
4 MOEA/D with the bounded dominance-based archive

3.1 Solution Set Comparison
As we have discussed in Section 1, the majority of archive mech-
anisms are based on Pareto dominance. Therefore, in the experi-
ment, we compare the two major types of the dominated-based
archive, i.e., the bounded dominated-based archive and the un-
bounded dominated-based archive. We embedded those two types
of dominated-based archive and the new proposed weight vec-
tor grid based archive into MOEA/D to generate three algorithms,
the MOEA/D with the dominance-based archive (MOEA/D-DB),
MOEA/D with bounded dominated-based archive (MOEA/D-BA)
and MOEA/D with the weight vector based archive (MOEA/D-WV).
When the bounded archive is full, we remove the worst solution
in the archive and replace it with the new one. Besides, we use
MOEA/D without archive (MOEA/D-NA) for the comparison.

We compare MOEA/D-DB, MOEA/D-NA, MOEA/D-WV and
MOEA/D-BA by applying those algorithms to different types of test
problems. The first one is DTLZ1 [2] which has a regular triangle PF
and all the weight vectors are within the PF. The second one is the
inverted DTLZ1 [8], which has inverted triangular PF with only part
of weight vectors are within the PF. The third one is DTLZ2BZ [1],
which has concave PF and only part of weight vectors are within
the PF.

Fig. 2 shows that the result of the MOEA/D-NA and MOEA/D-
WV on DTLZ1 and I-DTLZ1. From the Fig. 2, we can observe that
these two algorithms are able to find the PF of both problems.
However, when the shape of the PF is inconsistent with the weight
vector grid, those two algorithms perform totally different. The
MOEA/D-NA generates more solution on the boundary and relative
fewer solutions inside of inverted triangle PF. However, MOEA/D-
WV generates a uniformly distributed solutions in the inverted
triangle PF.

In order to show the differencemore precisely, we applyMOEA/D-
WV, MOEA/D-NA, MOEA/D-DB and MOEA/D-BA to the three
types of test problem set in three dimension. The experiment set-
tings are as follows:
• Dimension: 3
• Population size: 100
• External Archive size: 1000
• Number of evaluated solutions: 100000
• Total Runs: 100 (Average result return)

To be more rigorous, we update all the external archive structures in
the same run, therefore the individuals generated by the MOEA/D
algorithm are the same. The results are shown in Table 1.

Table 2: Computational time comparison

Computational Time (sec)
Algorithm 3D 4D 5D Avg.

MOEA/D-WV 1 397 1260 2572 1410
MOEA/D-DB 2 1083 >7200 >7200 >7200
MOEA/D-BA 3 401 >7200 >7200 >7200
1 MOEA/D with the weight vector based archive
2 MOEA/D with the dominance-based archive
3 MOEA/D with the bounded dominance-based archive

In Table 1, the results show that MOEA/D-DB and MOEA/D-BA
perform best among those four algorithms. MOEA/D-NA performs
the worst. Besides, there is only less than 1% difference in hyper-
volume between MOEA/D-WV and MOEA/D-DB. Therefore, the
quality of solution set generated byMOEA/D-DB, MOEA/D-BA and
MOEA/D-WV are relatively same. Also, MOEA/D without archive
shows poor performance on the test problems where a large number
of points are distributed on the boundaries of the PF.

3.2 Computational Time Comparison
In Section 3.1, MOEA/D-WV, MOEA/D-DB, and MOEA/D-BA show
similar performance on three test problems, DTLZ1, I-DTLZ1, and
DTZL2BZ. The only difference is the computational time. To com-
pare the computational time of the MOEA/D-DB, MOEA/D-WV
and MOEA/D-BA, we apply those three algorithms to I-DTLZ1
with different dimensions. The experiment settings are as follows:

• Dimension: 3, 4, 5
• Population size: 100, 200, 300
• External Archive size: 1000, 2000, 3000
• Number of evaluated solutions: 100000, 200000, 300000
• Total Runs: 100 (Average Result Return)

Table 2 shows the results. When the dimension is three, the
MOEA/D-DB takes the longest time to complete, while the computa-
tional time of MOEA/D-WV and MOEA/D-BA are similar. However,
when the dimension is higher than three, the computational time for
MOEA/D-BA and MOEA/D-DB are more than 7200 seconds which
is much longer than the computational time for MOEA/D-WV. The
computational time for the weight vectors update mechanism de-
pends on the size of the archive. It will not increase computational
complexity. However, the computational time for the unbounded
dominance-based archive and bounded dominance-based archive
depend largely on the dimension. For MOEA/D-DB, the computa-
tional time increases a lot when increase dimension, since more
nondominated solutions are generated in the late generations and
more time is needed in the update process. For MOEA/D-BA, when
the dimension increase, the computational time for select the worst
solutions increases.

FromTable 1 & 2, although the quality ofMOEA/D-DB,MOEA/D-
BA, and MOEA/D-WV are similar, the MOEA/D-WV can generate
a good solution set in relatively short time. Nevertheless, MOEA/D-
WV spends most of the time in updating solutions to the external
archive, so if we can reduce the updating computational time or re-
duce the number of updating, we can reduce a lot of computational
time for MOEAs with the weight vector based external archive.
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(a) MOEA/D (b) MOEA/D-WV (c) MOEA/D (d) MOEA/D-WV

Figure 2: Experimental result by two algorithms on DTLZ1 and I-DTLZ1

4 FURTHER STUDY DISCUSSION
In this section, we mainly focus on how to decrease the computa-
tional time for updating the weight vector based archive and some
research topics we can study further.

For decreasing computational time, we can use several ways to
speed up the updating of the weight vector based archive. First, not
the all new generated solutions are needed to update to the archive.
The solution generated in the early generation have higher chance
to be replaced with a new one. Therefore, if we only update the last
part of the generation, we can obtain a solution set with similar
quality. Second, after updating part of solutions, we can possibly
obtain the shape of PF and then remove the weight vectors which
are out of the PF, in order to reduce the computational time for
the weight vector search process. Third, how to search the nearest
weight vector is essential for deducing the computational time.

For our further research, first, we will adaptively change the
weight vector grid of the external archive in the MOEA/D to gener-
ate more weight vectors inside of PF. This may be another way to
solve the problem we mentioned in Section 1 (i.e., the nonunifor-
mity of the solution distribution). Second, we can use weighted sum
function as the scalarizing function for MOEA/D and Tchebycheff
or PBI for the weight vector based archive, due to the reason that
the weighted sum approach can push solutions to PF faster than
PBI and Tchebycheff approaches, while the PBI and Tchebycheff
can be used to maintain diversity of the solutions.

5 CONCLUSION
Weight vector grid is often used in decomposition-based MOEA.
However, when the shape of PF is inconsistent with the distribution
of prespecified weight vectors, a nonuniform solution set could be
obtained. Therefore, we proposed a new external archive update
mechanism with a large weight vector based archive. The new
external archive update mechanism can be applied to any MOEA
with an external archive. In our experiment, we applied our new
external archive update mechanism in MOEA/D to demonstrate
the effectiveness of the proposed mechanism. We showed that
MOEA/D-WV is able to generate a uniformly distributed solution
set, and its computational time is much shorter than MOEA/D-DB
and MOEA/D-BA. In the future, we will focus on how to reduce the
update times of the weight vector based external archive and how

to reduce the computational time on searching the nearest weight
vector.
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