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ABSTRACT
Naming Games are AI platforms that can account for how conven-
tions in language and culture are achieved. This approach, however,
does not account for other cultural features such as contentions.
By contentions it is meant that agents learn other agents’ traits but
decide not to transmit these. This work introduces a version termed
Flouted Naming Game which allows convergence to stable states
of cultural contentions as an alternative outcome of the Naming
Game. Which regime is achieved depends on a basic asymmetry on
the cognitive reward of two opposing cultural forms. Moreover, it
is found that there is a sharp phase transition between the two be-
havioural strategies. The transition point is sensitive to population
size: larger populations can maintain contentions on a wider range
of parameters than smaller populations.
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1 CULTURAL CONVENTIONS AND
CONTENTIONS

The Naming Game is an AI framework to study language change
[12]. It consists of a population of agents that interact in pairs to
communicate features of the environment through utterances. A
central purpose of naming games is to understand how language
is conventionalised [4, 5]. By conventionalisation it is meant that
agents converge to the use of a single construction to refer to a
specific concept. However, many features in language and culture
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Figure 1: A minimal (2-player) naming game indicating the
dynamics of the utterances (blue dots) and of the association
weights of each player (black-dashed and gray-solid lines).
This example results in conventionalisation, as any naming
game with canonical update will. Both utterances have the
same chance (50%) of being fixed. λ = 0.09

do not conventionalise and a diversity of constructions are main-
tained in the population. More generally, this also applies to several
cultural features: most contemporary cultures do not fully conven-
tionalise regarding ideals, fashion, musical preferences, religion,
etc. Instead, contentions play a fundamental role in maintaining
behavioural diversity. This is a central yet unadressed aspect of
human societies, at least from the perspective of language games
and other cognitive theories of language and culture [3].

This work addresses some minimal sufficient conditions for cul-
tural contentions based on the Naming Game. In some versions,
many agents interact without embodiment, i.e. in a digital frame-
work [12]. Embodiment is necessary in order to account for vari-
ability arising from perceptive differences (e.g. subjectivity) [13].
However, digital versions, although often lacking this perceptual
variability, allow understanding other features, such as those per-
taining to the size of the population of agents, their spatial arrange-
ment and other kinds of population dynamics [11]. In its minimal
version only two agents interact, a suitable set up to compare with
embodied systems where substantial complexity of language can
evolve [2]. Here, the digital approach is taken as a first step.

Minimal Naming Games. In the standard version of the naming
game [2], which here is referred to as “Canonical Naming Game”
(CNG), the agent that takes the speaker role (S) chooses an object
from an environment and identifies a property (or set of properties)
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Figure 2: In minimal (2-player) naming games with canoni-
cal update (Eq. 1) the time to conventionalisation decreases
with the learning rate λ.

of it. Then, the speaker renders an utterance to refer to that property
(either chooses a word from a list associated to the properties or, if
no word exists, it invents one) and transmits it to the agent that has
the hearer role (H). In embodied systems transmission is acoustic,
but in digital agents the information is directly copied. Then, H
checks in its list whether it knows the word and if so it refers to
it (e.g. by pointing) and both agents transmit an agreement signal.
If H does not know the word it transmits a no-agreement signal.
Then S points at the object that has the property in question and H
learns what properties of the referential object are associated with
the new utterance.

Each agentmay have several words for any given property (either
invented by the agent or learnt from another agent). For each word,
any given agent has a weight that associates it to the property
[8, 14]. On each successful round the weight of the utterance that
was used is updated (reinforced) in a Hebbian way. For example, for
two utterances, the canonical update in each agent α is ω → ω + γ
when the focal utterance u1 occurs and ω → ω − γ when the
alternative utterance u2 occurs. Normalising this is equivalent to

∆ω(U ) =

{
λ(1 − ω) ifU = u1
−λω ifU = u2

(1)

where λ = γ/(1 + γ ) is the learning rate. Note that some instances
of the language game do not normalise the weights.

In general, each agent α has anωα,i for each utteranceui , but for
the sake of the explanation the agent subscript is dropped, keeping
in mind that each agent has its own weight system. The weight ω
has two functions. First, it is the association between an utterance
and a concept. (Here, however, the concept is left implicit.) Second,
it is the probability that the focal utterance is chosen to be used
when the agent takes the S role.

The minimal naming game is a non-embodied simplification
where there are only two players and the referential is tacitly as-
sumed. The minimal CNG focuses only on the dynamics of the
utterances. Figure 1 depicts a realisation of a minimal CNG. Unless
otherwise stated, in this work the CNG refers to its minimal version.

The CNM has only one parameter, namely, the learning rate λ
[8]. Invariably, the dynamics always result in conventionalisation
with equal probability of fixation (absorption) for each utterance.
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Figure 3: Association weights in Flouted Naming Games. In-
dividual based simulations are of only two agents. (A)γa = 0;
(B) γa = 0.01 (C) γa = 0.02; (D) γa = 0.03; (E) γa = 0.04; (F)
γa = 0.05. Yellow: weight for the focal utterance in its cog-
nate type. Blue: weight for the focal utterance in the oppo-
site individual type. Black dashed lines: theoretical expecta-
tion. (G) Mean (and variance, inset) of the stationary associa-
tive weight ω in an ensemble of simulations with different
(randomly chosen) values of γa . Red line: theoretical expec-
tation; black dots: individual based simulations. In all sim-
ulations (A-G) γ0 = 0.1. There are only two types of agents
and two initial utterances.
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Figure 4: Association weights in many-player Flouted Naming Games. Yellow: population average of the weight for the focal
utterance in its cognate type. Blue: population average of the weight for the focal utterance in the opposite individual type.
(A) γa = 0.01,N = 2; (B) γa = 0.01,N = 10; (C) γa = 0.01,N = 20; (D) γa = 0.05,N = 2; (E) γa = 0.05,N = 10; (F) γa = 0.05,N = 20; (G)
γa = 0.1,N = 2; (H) γa = 0.1,N = 10; (I) γa = 0.1,N = 20. Otherwise as in Fig. 3.

This result is also true for many utterances, provided they have
equal starting probability of being uttered.

2 FLOUTED NAMING GAME
As explained in the introduction, the CNG cannot explain con-
tentions in language. For example, why do the British use “foot-
ball” and the Americans “soccer” to refer to the same sport, whilst
nevertheless knowing the meaning of the alternative word? One
explanation is demographic isolation: Britons use the word “foot-
ball” and even when people from the UK know what “soccer” is,
the former term is reinforced much more often than the latter. The
contrary happens for US Americans.

A second (non-exclusive) alternative is introduced in this work,
namely that rewarding preferences are asymmetric. In the previous
example, a Briton may reinforce but less strongly (e.g. with lower
learning rate) the American term, as compared with the reinforce-
ment strength it uses for the British term. A necessary addition in
this framework is that agents must have an identity that correlates
them to a (preferred) utterance. Mathematically this is modelled
with an update function ω → ω + γ0 when the cognate utterance
u0 is used and ω → ω − γa when the alternative utterance ua is
used. γa is named “flouting reward”. Normalising:

∆ω0
(U )
=

{
λ0(1 − ω0) ifU = u0
−λaω

0 ifU = ua
(2)

where, as above, λi = γi/(1 + γi ) and it is assumed that λa < λ0.
Note that each agent has an independend reward system. Which is
the cognate utterance for each agent, depends on their type.

The NG with update (2) is dubbed Flouted Naming Game (FNG).
Through the rest of the paper it will be shown that this rewarding

asymmetry is enough to maintain contentions. Moreover, it will
also be shown that to reach conventionalisation it is not necessary
that γa = γ0 but, instead there is a threshold that sharply separates
two qualitative regimes: contention and conventions.

3 SIMULATIONS
A simulation approach is taken and consists of the following steps:

(1) Initialisation. A population of N (≥ 2, even) agents is cre-
ated where each agent is initialised with three features: Type
t (a static label), a starting list of ν utterancesUν , their as-
sociated weights (a vector {ω1, . . . ,ων }), and the reward
parameters (a vector {γ1, . . . ,γν }). In this work only one
type (canonical game) or two types (flouted game) are de-
fined. More types can be considered but in this study only
two utterances and two types are considered. Each agent is
initialised with one specific type and utterance.

(2) Interaction. The N players are randomly paired. In each
pair, one agent is given the role of speaker, S, and one the
role of hearer H; then S chooses to utter an elementU ∈ US

with probability ωS,i , i = 1, 2, . . . ,ν .
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(3) Agreement. If H recognises the utterance, i.e. ifU ∈ UH, it
signals agreement (T); otherwise it signals no-agreement (F).

(4) Update. If there is agreement each agent updates its weights
according to Eq. 1 or 2 –depending on whether the game
is canonical or flouted. If there is no-agreement then there
is no update but H adds the new utterance ua to its list and
initialises its weight with probability ωH,a = 1/ν , where ν is
the number of utterances in its list.

(5) Forgetting. If ∃i ωα,i < ϵ then the weight is set to zero:
ωα,i = 0 and its corresponding utterance ui is deleted from
the list.

(6) Halting. Steps 2-6 are iteratedR times or until all individuals
have only one and the same utterance,uf , in their lists.When
the latter criterion is fulfilled, uf is said to be fixed.

For the purposes of this work, the weights of each utterance in
each agent and the utterance used by S are tracked in each round.

4 RESULTS
A first aspect to note in the CNG is how fast an utterance fixes,
i.e. the time some utterance to reach ωα,i = 1∀α . This is termed
as “fixation time”. According to intuition, stronger learning rates
results in shorter fixation times, at least in average. Figure 2 shows
results for an ensemble of realisations of CNG. The observed vari-
ability is due to the stochastic nature in which the agents interacts.
Otherwise, the CNG has a time scale defined by the learning rate λ
and there is no further dynamical or behavioural richness.

Figure 3A shows that in the FNG diversity can be maintained
even when agents learn the alternative utterances. First, if there
is no reward for the alternative utterance (γa = 0) the agents
inevitably forget it. Eventually they re-learn it and, again, forget it.
This results on semi-regular cycles and no utterance ever fixes.

If the flouting reward is non-zero but small, agents show prefer-
ence for their cognate utterance. As the flouting reward increases,
the preferences for the cognate utterance diminishes and the fluc-
tuations increase (Fig. 3B-D). Yet, the contention behaviour can be
maintained for a range of values. The preference weights fluctuate
around a well-defined expected value but no utterance can fix in
this regime. Therefore there is no expected fixation time.

In the experiments in Fig. 3, somewhere between γa = 0.03
and 0.04 there is a point after which the contention is not stable
anymore and one of the utterances fixes. As γa → γ0 the time to
fixation decreases, converging to that of the CNG (data not shown).
However, to achieve conventionalisation it is no necessary that
there is full symmetry in the rewarding system (as is the case for
the CNG, where γ0 = γa ). In other words, the FNG does not need to
fully reduce to the CNG in order to allow for conventions. Instead,
there is a range of cognitive values that allow for conventions to
be reached even under asymmetric preferences.

In Appendix A it is calculated that the expected value of the pref-
erences in stationary state is ⟨ω⟩ = λ0/(λ0 + λa ). This expectation
holds only in the flouting regime; in the conventionalisation regime
it has no correspondence with the outcomes (Fig. 3G).

Summarising, allowing for different learning rates for different
utterances, as proposed in this work, allows for different kinds of
behavioural outcomes including contentions and conventions.
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Figure 5: Correlation amongst the weights of the players
(variance) and mean (inset). Blue: N = 2; Yellow: N = 5;
Green: N = 10; Red: N = 20; Purple: N = 50. Otherwise as
in Figs. 3-4.

4.1 Many-player games
A question of ultimate interest is whether the flouting behaviour,
as well as the sharp transition to conventionalisation, hold also
for many agents. For now, the study is limited to randomly “well-
mixed” interactions where the population is constituted by equal
proportions of two types of agents. Other structured populations
are also of interest, but left out for now.

Results show that larger populations stabilise the contentions.
For example, Fig. 4 shows the average preference for each type
under different setups of N and ofγa . Each column shows runs with
the same parameters γa but different population sizes N , whereas
in each row runs are with equal population size but varying the
flouting reward γa .

Increasing the population size decreases the strength of fluc-
tuations, although not their expected value. Furthermore, as it is
appreciable in the middle column, larger populations stabilise the
contentions, even under the conditions where 2-player games reach
conventionalisation. This pattern is consistently observed across
simulation repetitions (data not shown). Once the value of flouting
reward converges to that of the cognate reward, conventionalisation
is achieved, irrespective of the sizes of the population.

4.2 Phase transition
A conspicuous result is that as γa → γ0 the preferences amongst
types –not only amongst players– become more strongly correlated
(i.e. they follow more similar trajectories). The population average
ω(t ) for each type t can be seen as a vector, and thus the correlation
ρ = corr

(
ω(1),ω(2)

)
can be calculated. In any given realisation, this

correlation ρ is an estimator, i.e. a random variable on an ensem-
ble or replicate experiments. The ensemble of runs shows certain
“statistical mechanical” properties, such as mean and variance of
ρ, in relation to a “control parameter”, in this case, γa (Fig. 5). The
correlation ⟨ρ⟩ becomes stronger in a smooth way as γa increases
but the variance, ⟨∆ρ2⟩, shows an interesting pattern, decreasing
until reaching a minimum and then off-shooting again.
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The analogy with statistical mechanics is sufficiently precise as
to argue about the existence of a genuine phase transition1. Fol-
lowing the analogy, the existence of a critical point γa = γ̂ where
d ⟨∆ρ2⟩/dγa = 0, is a defining criterion of a phase transition. An
important fact, beyond this formal notion, is that the value γ̂ is
congruent with the separation between the flouting and convention-
alisation states which can be properly interpreted as two alternative
phases of the game dynamics.

As populations become larger, the point γ̂ increases. This critical
point is an indication of the range of values for which a behaviour of
contention is observed and increases with the size of the population.
This property is consistent with the observation stated above that
larger populations stabilise the flouting behaviour. However, as
N → ∞, γ̂ → γ0 which means that in very large populations any
small asymmetry amongst preferences rewards create contentions.

5 DISCUSSION: CULTURE AND EVOLUTION
Between the lines, this work has made another modification from
many-agent CNG. That is, instead of tracking individuals allowing
for one interaction at a time, the population is mixed and interac-
tions occur in parallel and in a synchronous way. This is analogous
to the process of random mating in genetical evolution. Although
seemingly a cosmetic difference, it slips in the “population point of
view” that is a preclusion to understand evolution through selection.
Selection amongst alternatives is implemented by S, when the agent
chooses an utterance amongst its alternatives. Thus, at the popula-
tion level selection is manifested as frequency-dependent, because
at any given time it depends on the distribution of preferences.

The two different phases can be interpreted from the evolu-
tionary biology perspective. In the flouting phase the population
stabilises in a state that in genetics it is know as “polymorphic”
(multiple forms are maintained; in this case, two). The type of selec-
tive mode that would favour this kind of state is know as disruptive
selection.

If the flouting reward is larger than the critical point, then the
population converges to one fixed state, albeit which, is entirely
random. This is not unknown in some population genetics and
evolutionary games; two different alleles or types can be equally fit
but only one is able to fix.

Actually, it can be shown that the population-view of the FNG
can be written as an evolutionary game in terms of payoff matrices.
In this formulation, the entries depend on the relative value of the
preferences. Formally deriving this analogy requires some detailed
work and explantation which is beyond the scope (and length) of
this paper. However, the discussion about the evolutionary nature of
language and culture is an agitated subject [10]. Thus, it is pertinent
to present this advance, stating that at least there is a formal analogy
between themathematical structure of evolution and that of naming
games. (In this analogy, the language game corresponds to payoff
matrix of a coordination game.)

Thus, it is legitimate to think of evolutionary dynamics of lan-
guage, provided that a population perspective is taken.

1A phase transition is understood as the change from a “phase” to another and “phase”
can be though as the form of the distribution of states, in this case, that of the correlation
amongst types. The use of correlations to monitor phase transitions is common in
statistical mechanics [7].

6 CONCLUSIONS AND FURTHER
DIRECTIONS

Summarising, this work presents a new kind of Naming Game that
can account for contentions of culture. The minimal requirement
for contentions to occur are:

(1) Different agent identities
(2) Differential reward for cognate and non-cognate traits

and, in a preferred way, it might be added:

(3) Synchronous population update

so that it is possible to interpret the change in frequency of the
utterances in an evolutionaryway. (The focus in this paper, however
has been on the cognitive mechanism behind it.)

Under these conditions, if the flouting reward is small enough,
contentions are stable. Can this model be justified in terms of neu-
robiological processes? Weakening of some utterance weights can
be achieved through lateral inhibition mechanisms [1], effectively
decreasing the strength of an association between the concept being
referred to and the alternative, non-cognate utterance [9].

One of the central results of this work is that in large populations,
small asymmetries between preference rewards allow contentions.
Although it could be argued on a statistical basis that larger popula-
tions have larger diversity, the results here presented indicate that
there is a phenomenon of stabilisation of the flouting behaviour.
Moreover, this is consistent with the large cultural and language
diversities that exist in human populations.

On the other hand the result implies that, in large populations,
conventionalisation is not fully stable: even small differences on
the rewards (which is expected), most likely result on contentions.

The FNG extends the tenets of the CNM; still, this approach
is clearly still an over-simplification to a complex cognitive sys-
tem with a rich culture. Thus, the extent to which these over-
simplifications are explanatory of actual cultural contentions is
contingent the sufficiency of the requirements 1-3 above to more
complex situations. Hence, the obvious direction to proceed is to
implement the FNG in embodied populations in rich environments.
This can account for interesting interactions amongst concepts and
forms, reminiscent of a true culture [11].

From the neurobiological approach it seems a pressing issue
to dig more into the possible ways in which preferences are con-
structed. It is known, although not so popularly, that neuronal
rewards (e.g. dopamine system) employ prior information as a way
to tune expectations. When expectations are fulfilled, rewards are
more intense than when expectations are deceived [6]. This mech-
anism explains the subjective nature of preferences and might be
of relevance for understanding behavioural bases for establishing
social conventions and contentions. This implies that, in order to
understand what creates cultural contentions, it is important to ac-
count for the dynamics of the rewarding system γ . (The assumption
here is that different types have different expectations regarding
the transmitted utterance, but these differences should be also an
outcome of the dynamics.)

In a non-trivial way, and highly informed on neuronal mech-
anisms, it seems promising that Naming Game-like systems can
explain for surrogates of cultural complexity, including the differ-
ence between contentions and conventions.
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A APPENDIX: EQUILIBRIUMWEIGHTS
The derivation is provided for only one of the agents and its cognate
utterance. The calculation is equivalent for the alternative utterance.
Ifψ is the probability that the speaker (whoever it is) utters the u0:

∆ω =

{
λ0(1 − ω) with prob.ψ
−λaω with prob. 1 −ψ

(3)

Thus,
⟨∆ω⟩ = λ0(1 − ωi )ψ − λaω

i (1 −ψ ) (4)
Following Bayes’ rule:

ψ ≡ Pr[U = u0] = Pr[U = u0 |t = t0] Pr[t = t0]

+ Pr[U = u0 |t = ta ] Pr[t = ta ]

where t refers to the type. Since each individual has the same chance
to be a speaker, Pr[t = t0] = Pr[t = ta ] = 1/2. The conditional
probabilities are precisely the weights that the individual of type t
utters u0, i.e.

Pr[U = u0 |t = t0] = ω
0 (5)

Pr[U = u0 |t = t1] = 1 − ω1 (6)

Due to symmetry ω0 = ω1 = ω, hence ψ = 1/2. In stationarity
⟨∆ω⟩eq = 0 thus

λ0
(
1 − ⟨ω⟩eq

) 1
2
− λa ⟨ω⟩eq

1
2
= 0

which results in
⟨ω⟩eq =

λ0
λ0 + λa

, (7)

as reported in Section 4.
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