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ABSTRACT
Feature selection is a complex problem used across many fields,
such as computer vision and data mining. Feature selection algo-
rithms extract a subset of features from a greater feature set which
can improve algorithm accuracy by discarding features that are less
significant in achieving the goal function. Current approaches are
often computationally expensive, provide insignificant increases in
predictor performance, and can lead to overfitting. This paper in-
vestigates the binary feature selection problem and the applicability
of using filter and wrapper techniques guided by fitness landscape
characteristics. It is shown that using filter methods are more ap-
propriate for problems where the fitness does not provide sufficient
information to guide search as needed by wrapper techniques.
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1 INTRODUCTION
Humans are good at establishing patterns and categorizing arbitrary
objects by association. This human trait allows for the perception
and cognitive detection of arbitrary objects in everyday life, such as
recognizing friends and family. Within the field of machine learn-
ing, this basic human trait is artificially simulated to accomplish
the same goal. Fields such as computer vision rely heavily on clas-
sification based on features of real world problems [24].
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Many different classification algorithms, otherwise referred to
as classifiers, have been developed [19] to recognize patterns in
often large amounts of data. Classifiers generally work towards a
generalized goal: some conclusion is made as to the membership of
a category or class for a specific instance of data. The membership is
based on patterns and associations made with regards to a set of pa-
rameters in observed data. The parameters in the observed data are
often also called features or attributes of the data. Chandrashekar
and Sahin [6] define a feature as “an individual measurable property
of the process being observed".

Intuitively, when a human is given the task of recognizing a
friend or family member, what is it that determines how the indi-
vidual is identified? The observer may perhaps take into account
physical features such as the subject’s physical features, voice or
smell. Given the fact that a classifier needs some set of features to
perform classification, it becomes a complex problem to decide on
which features are the most information rich to provide for perfor-
mant classification. Heuristics have been used to great success for
classification in combinatorial problems, with little explanation as
to why they perform well or not [4]. The features that are used to
perform classification could greatly influence the performance of
heuristic techniques.

In order to further the development of a generalized theoretical
framework for feature selection and to better understand the feature
selection problem, this paper analyzes the fitness landscape of
the feature selection problem with respect to a simple and non-
stochastic classifier. Since feature selection is a binary problem, the
landscape that is analyzed is discrete. A variety of data sets are
considered with varying numbers of features, types of features and
data set sizes.

There are various feature selection algorithms which have been
developed to date, and there is still current research on the topic
[8, 12, 14, 15, 25, 26]. These generally fall into three categories
namely filter methods, wrapper methods and embedded methods
[6]. There is evidently no shortage of algorithms for conducting
feature selection. The algorithms are diverse in how the problem is
approached, however, there seems to be no theoretical framework in
place to guide researchers in making decisions on which algorithms
to use [10].

Filter methods establish a ranking of how important features are
based on information regarding the characteristics of the features
and the relationships between said features, using measures such as
correlation or mutual information. Wrapper methods, on the other
hand, use classifier fitness with feature subsets to guide the search
in determining feature relevance for performant classification.
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It is hypothesized that it would be more appropriate to use ba-
sic filter techniques in the case where the fitness landscape does
not provide sufficient information to guide the search for optimal
feature subsets.

Section 2 gives an overview of the feature selection problem
and fitness landscape analysis. Section 3 gives an overview on the
feature selection algorithms that were utilized. Landscape charac-
teristics that are considered in this paper are discussed in Section
4. Section 5 describes the experimental process of conducting the
fitness landscape analysis and calculation of landscape character-
istics with regards to the respective feature selection algorithms.
Finally, the experimental results are given in Section 6.

2 FEATURE SELECTION
The feature selection problem is that of selecting a good or rele-
vant subset of all available features to accomplish the task at hand.
Feature selection is beneficial in order to better understand and
visualize data, as well as to improve classification performance by
effectively reducing the dimensionality of the problem [10]. Modern
problems such as image classification suffers from extremely high
dimensionality, thus affecting classifier performance. There exist
many approaches for feature selection, of which many have proven
to be problem dependent and have had varying measures of success
[6].

Since choosing a subset of features from the complete feature set
F is a combinatorial problem, the subset Fs ⊆ F can be represented
as a binary string Si . An ‘on’ bit in the string represents the inclusion
of the feature, whereas an ‘off’ bit represents its exclusion. In this
format it is possible to model a full permutation of all possible
inclusions and exclusions of features of the complete feature set F .
In order to analyze a fitness landscape, the precondition is that it
is computationally possible to calculate a fitness value at a given
point in the landscape, f (Si ), where f is the fitness function. A
unique bit string is referred to as a solution within the context of
this paper.

The issue of feature irrelevance comes to light since two fea-
tures that are considered within mutual exclusion, could be useless,
but the union of these features could be information rich [10]. A
primitive approach to solving this problem would be to do an ex-
haustive search of the combination of features which results in
optimal performance. Given a small number of features this is con-
ceptually possible, however, as stated by Amaldi et al. [2] the full
permutation of feature sets for a highly dimensional problem is a
non-polynomial (NP)-hard problem.

Although feature selection methods may be used to improve
classifier performance, Guyon and Elliseeff [10] found that for prob-
lems of high dimensionality, the performance increase is not always
significant. Since the feature selection problem is of a complex na-
ture, it is proposed that landscape analysis be conducted to obtain
a more detailed understanding of the problem.

3 FEATURE SELECTION ALGORITHMS
Two categories of feature selection algorithms are considered in
this study, namely filter methods and wrapper methods. Within

the category of wrapper techniques, the sequential selection wrap-
per and heuristic search wrapper using a genetic algorithm, are
considered.

3.1 Filter Methods
Filter methods work on the premise of ranking features in terms of
their relevance. The definition of whatmakes a feature relevant is an
indirect notion, and is measured by calculating metrics such as the
correlation or mutual information between features. As previously
mentioned, a feature regarded in isolation may be of little value to
a classifier, but regarded in conjunction with another feature it may
prove to be information rich in determining the class of a problem
instance. The criteria used by filter methods takes this into account
and disregards the fitness of the classifier when ranking features.

3.2 Wrapper Methods
Wrapper methods make use of the classifier fitness when selecting
features. Various search algorithms may be employed to determine
the optimal set of features to be used. Since using a brute force
approach is not computationally feasible, simple approaches such
as a sequential selection search or heuristic search can be used.
The sequential feature selection (SFS) algorithm [21] starts with an
empty set of features, including one additional feature at a time and
evaluating each feature set to determine the classification accuracy.
Given that one feature is selected, the immediate neighborhood is
considered and sequentially added and re-evaluated in search of a
better solution. The stopping condition for the algorithm is the case
where the current solution is better than any of the solutions within
the immediate neighborhood. Some similarity in the behavior of
the algorithm can be observed to that of a greedy hill climbing
algorithm.

The SFS algorithm may be seen as naive; thus heuristic search
algorithms may be employed to take a more intelligent approach,
at the cost of increased computation time. Genetic algorithms [18]
are population based algorithms used for search and optimisation
problems [9], which translates well to use for feature selection.

4 FITNESS LANDSCAPE CHARACTERISTICS
An underlying fitness landscape can be a valuable tool for analysis
of heuristic search algorithms [20], since some fitness landscapes
possess structural attributes that can lead search algorithms to good
or bad solutions [17]. There are various characteristics of a fitness
landscape that can be investigated and also many different tech-
niques that may be applied in order to analyze these characteristics
[17]. Fitness landscape characteristics such as fitness distributions,
epistasis, neutrality, amongst others, can prove vital in understand-
ing why certain algorithms perform well on sets of problems and
why others do not.

This section describes the fitness landscape characteristics that
are considered in this paper. An overview is given on fitness fre-
quency distributions, Hamming distance in a level, and landscape
neutrality in order to describe the fitness landscape of the problem.

4.1 Fitness Frequency Distribution
The fitness frequency distribution characteristic can be calculated
by the fitness function alone – dependent on the grouping strategy



Filter versus Wrapper Feature Selection based on Problem Landscape Features GECCO ’18 Companion, July 15–19, 2018, Kyoto, Japan

used. A simple grouping strategy that can be used is to bin the
fitness function values into sub-ranges. This is only possible if the
upper and lower bounds of the fitness function are known. Given
a finite fitness range, a B number of bins can be used to divide
the range into bins of equal size. The bins are initialized to a zero
count and for each solution in the sample, the count of the bin
corresponding to the fitness of the solution is incremented during
the sampling. This results in a histogram of the number of solutions
in the sample in a number of fitness value ranges. By constructing
the fitness frequency distribution histogram one may profile the
problem to answer the question of how many configurations of the
combinatorial problem result in a specific range of fitness values.
The fitness distribution as calculated here has some similarities
with the density of states technique [3].

4.2 Hamming Distance in a Level
The Hamming distance in a level as proposed by Belaidouni and
Hao [4] is a measure of the similarity, or the lack thereof, of problem
instances within a range of fitness values. The authors describe a
concept called an iso-cost level which is essentially a set of problem
instances that correlate to the same fitness value. The distance D
in a set A is the average distance between the elements of A and is
defined as [4]:

D(A) = 1
|A2 |

∑
(s,s ′)∈L2

d(s, s ′)

where L is the iso-cost level and s and s ′ are problem instances
within the level. By using the iso-cost levels one could visualize
this technique as calculating the disparity in the other relevant
dimensions with respect to a specific fitness. Alternatively, it can be
viewed as a measure to indicate the width of the landscape [4] with
respect to each iso-cost level. If the distance of an iso-cost level
is large, it indicates that solutions of that fitness value are widely
distributed in the search space. On the other hand, if the distance
of an iso-cost level is small, it indicates that solutions of that fitness
are clustered around a specific point in the search space.

Hamming distance in a level (HDIL) as originally proposed de-
fines a fitness level per unique cost value. A slight adaptation is
made in this paper where instead of considering problem instances
of a specific cost (fitness value), a grouping strategy is used for prob-
lem instances in the range of the bin sizes as used for the fitness
distribution calculation.

4.3 Neutrality
The neutral theory argues that nonadaptive neutral mutation takes
place for extended periods of times [13], where the landscape will
remain at a constant height. This essentially translates to the fact
that, in a fitness landscape, one may have various neighboring
solutions with the same fitness.

Two solutions in a discrete landscape may be considered neutral
if their respective fitness values are equal and they fall within the
same neighborhood [22]. Within binary spaces, a simple definition
of neighborhood may be solutions where the Hamming distance
between solutions is equal to one. A landscape that is regarded as
neutral does not necessarily imply that the landscape is flat, but

does suggest successive neutrality in fitness [17] on neighbourhood
paths.

5 IMPLEMENTATION
This section discusses the experimental process that was followed.
Subsection 5.1 discusses the decision on which fitness function to
use, as well as the interpretation of the measure used as fitness. The
process followed in order to decide on the appropriate data sets to
use is discussed in subsection 5.2. Implementation parameters and
setup of the feature selection algorithms are discussed in section
5.3. Section 5.4 and 5.5 detail the calculation of the HDIL, fitness
frequency distributions and neutrality measures.

5.1 Fitness Function
In this study, a measure of classification accuracy based on a test
data set is used as the fitness value for a solution, s . The choice
of fitness function is of paramount importance when conducting
fitness landscape analysis since different functions result in different
landscapes and even the same fitness function used with different
notions of neighbourhood will result in different landscapes [17].

Classifiers with stochastic elements, such as artificial neural net-
works using stochastic gradient descent or random decision forests,
could very likely provide for good classification accuracy measure-
ments but would introduce noise into the fitness landscape. This is
due to the fact that since a stochastic classifier is generally executed
multiple times and the resultant mean performance measurement
is used. For the produced fitness landscape the difference between
resultant error curves within the hyper-dimensional problem space
would become fuzzy. It is desirable to be able to reliably reproduce
the same landscape for a non-dynamic landscape since this allows
for landscape characteristics that are independent of change in
time, or some other external variable that may affect the fitness
calculation. Therefore the classic k-nearest-neighbor [1] with k = 3,
a simple non-stochastic classifier was used. The value of k is de-
cided as 3 since it produces diverse, a wide range of low to high,
classification accuracies for a number of problems. It is possible that
other values of k would prove similarly diverse or possibly perform
better and therefore change the fitness landscape. The focus within
the context of this paper is on the fitness landscape analysis of a
static fitness function and the effect of using subsets of features on
the landscape, and not on optimisation of the fitness function itself.

In order to obtain a measure of classification accuracy, Cohen’s
Kappa-statistic, a non-biased measure, is used. Cohen’s Kappa is
defined as [5]:

K =
P0 − Pc
1 − Pc

(1)

where Pc is the agreement probability as a result of randomness
and P0 is the total agreement probability. The concept of agreement
probability is quite simple. Given a confusion matrix as in Figure 1,
the Kappa statistic would be calculated as follows:

Pc = ( 86
100

)( 84
100

) + ( 14
100

)( 16
100

) = 0.0162

P0 =
75
100
+

5
100
= 0.8

K =
0.8 − 0.0162
1 − 0.0162

= 0.7967 (2)
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Table 1: Data Sets

Data Set Number & Name Nominal Features Continuous Features No. Classes No. Data Elements No. Features

Data Set 1 - Anneal.ORIG Yes Yes 6 898 39
Data Set 2 - Audiology Yes No 24 226 70
Data Set 3 - Colic.ORIG Yes Yes 2 368 28
Data Set 4 - Cylinder Bands Yes Yes 2 512 40
Data Set 5 - Hepatitis Yes No 2 155 19
Data Set 6 - Vowels Yes No 11 990 14
Data Set 7 - Page Blocks No Yes 5 5473 10

The rate of agreement in this case is therefore 0.7967. The Kappa
statistic ranges from total disagreement at -1 through completely
random classification at 0, to 1 which indicates total agreement. The
Kappa statistic allows for the level of agreement for each class label
to be measured. This is important since for a raw count of correct
classification instances, the results may be statistically biased due
to an overwhelming presence or absence of a specific class in an
observed data set. The Kappa statistic removes the bias element in
correct classification count [5] and is a normalized classification
measure in the range [−1, 1].

A B Total
A 75 11 86
B 9 5 14

Total 84 16 100

Figure 1: Confusion Matrix for 100 samples

5.2 Frameworks and Data Sets
The UC Irvine Machine Learning Repository [16], which contains
a wide variety of data sets that can be used for various machine
learning objectives, was used to source data. A total of 81 data
sets were originally considered. The data sets that were considered
contained a variety of nominal and numerical data elements or
features, where some data sets exclusively contained one of the
types of data elements. Data sets with a large range of number of
features were considered with varying numbers of data instances.
No specific preprocessing of the data sets took place.

A subset of data sets were selected to supply meaningful informa-
tion for contrasting fitness landscape characteristics with feature
selection algorithm performance. Using the Weka Machine Learn-
ing software development kit [11] as an implementation framework,
the classification accuracy was measured for each data set after
applying the respective feature selection algorithms. The feature
selection algorithms were applied to 50% of the instances for the
respective data sets, after which the classification accuracy was
determined on the other 50% of data instances, in order to avoid
statistical bias.

Of the original 81 data sets, seven were selected to be considered
in this paper since they exhibited a notable difference in perfor-
mance between the fitness obtained when using a filter technique

in comparison to using a sequential selection or genetic search
wrapper technique. Table 1 summarises the seven data sets that
were used in the study.

5.3 Feature Selection Algorithms
The classic information gain [7] feature evaluation measurement
was selected for use by the basic filter method. The features were
then ranked in accordance to the relevance of the features from
high to low. Given a list of features, sorted according to relevance
determined by the information gain of each feature, each linear
combination of features from most relevant to lowest relevance
was considered and the fitness of the solutions were evaluated. For
example, given a list of features sorted by decreasing information
gain, F = 1, 5, 2, 4, 3, the following five feature sets were considered:
{1} (feature 1 alone), {1, 5}, {1, 5, 2}, {1, 5, 2, 4}, and {1, 5, 2, 4, 3} .
The feature set with the highest fitness value was then selected as
the output of the filter method.

Both wrapper techniques used the k-nearest-neighbor classifier
as the fitness function, as previously described. The sequential
selection wrapper technique used the SFS algorithm as defined by
Pudil et al. [21]. The heuristic wrapper method made use of the
simple genetic algorithm described by Goldberg [9]. The following
parameters were set for the genetic algorithm:

• Population size : 20
• Number of generations : 20
• Crossover probability : 0.6 (60%)
• Mutation probability : 0.033 (3.3%)

The genetic algorithm parameters above are the Weka [11] defaults
for a simple genetic algorithm. The genetic algorithm parameters
are kept the same for all executions on the various data sets in
order to limit the statistical bias introduced by correct parameter
optimisation for the genetic algorithm, which may be different per
data set.

5.4 Sampling Methods
Taking a sample solution from a uniform distribution within the
context of binary landscapes entails initializing a random bit string
which maps to a configuration within the space of all possible
feature selection combinations.

Problems that are of high dimensionality have an excessively
large problem space, and small sample sizes with respect to the size
of the search space (i.e. dimensionality of the problem in this case)
may heed misleading results. Small sample sizes in a large search
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space means that only a very small proportion of the problem space
will be considered. Sampling of a uniform distribution may also
present an issue, since landscape characteristics that are reliant on
the concept of neighborhood will be suppressed.

When calculating the fitness frequency distribution and HDIL
using samples obtained from a random, uniform sampling tech-
nique, the loss of neighborhood information does not present an
issue, since these measures are not concerned with the topological
features within the neighborhood of solutions. When approximat-
ing the neutrality of the landscape, a random walk was used as
sampling method since neighborhood is important.

Since a variety of different data sets were considered, ranging
from 10 to 70 features, it would not be fair to use the same sample
size for the smaller and larger problem spaces. A constant ofC = 50
was used to scale the sample size with the dimensionality (size)
of the problem space. The number of random samples was then
calculated as:

S = CI

where I is the number of features in the data set considered.
A minimum number of features constraint was imposed to solu-

tions that were sampled. A minimum number of 10% of all features
was required in order for a solution to be considered in the sample.
This was done in an attempt to cut down on the classifier perform-
ing poorly simply because of the fact that it is considering a very
small number of features.

5.5 Neutrality
A number of techniques have been proposed for characterising the
level of neutrality in fitness landscapes [17]. Van Aardt et al. [23]
proposed two normalized measures of neutrality within the range
[0, 1] as an approximation of the degree of neutrality in a landscape,
M1, and the relative size of the largest neutral region within the
landscape,M2. These measures are based on a sample of solutions
generated by a random walk through the search space.

The random walk was implemented in the binary search space
as follows: starting at a initial random solution, the problem space
was navigated by flipping a random bit in the bit string, thereby
exploring the problem space whilst preserving topological informa-
tion in the neighborhood. The result of a randomwalk is a sequence
of bit string solutions to the feature selection problem. Given this
sequence, every three consecutive solutions were considered as a
3-point structure and determined to be neutral or not, depending
on whether the fitness values remained constant between the three
neighbouring solutions on not.

Van Aardt et al. defined the measures of neutrality as [23]:

M1 =
sneutral

|W |
where sneutral is the number of neutral 3-point structures in the
random walkW , and |W | is the total number of 3-point structures
inW .

M2 is defined as:

M2 =
wmax
|W |

where wmax is the largest sequence of consecutive three point
structures that were neutral in the walkW .

It would not be fair to conduct walks of the same length in the
discrete landscape for problems that differ in size of dimensionality.
If the same number of steps were taken for a smaller landscape, it
would be explored less than the larger landscape and may therefore
produce misleading results. Therefore, the number of steps to take,
w , was calculated as,

w = kw I

where kw scales the walking distance. In this case, kw was set to
10.

Due to the fact that the random walk is by its very nature a sto-
chastic process, the mean result for the two metrics were recorded
for a total of 30 independent random walks.

6 RESEARCH RESULTS
The following section presents results of the feature selection algo-
rithms on the seven datasets. Results are reported as classification
accuracy (as measured by the Kappa statistic) of the k-nearest neigh-
bour classifier using the features selected. Section 6.2 presents the
results from the fitness landscape analysis on the seven data sets
and the link between the landscape characteristics and algorithm
performance are discussed.

6.1 Feature Selection Algorithm Performance
The datasets were split in half for feature selection and classification.
After performing the feature selection based on the first half of each
of the datasets, the result of each algorithm was then tested for
accuracy of classification using the remaining half of each dataset.
Table 2 indicates the classifier accuracy using the features selected
by the basic filter method, the sequential selection wrapper method
and the heuristic search with a genetic algorithm method. For each
data set, the best result (highest Kappa statistic) is highlighted in
bold. It can be seen that the filter method outperformed the wrapper
techniques on four of the data set, but all techniques performed
very poorly on data set 4.

Table 2: Feature Selection Techniques - Fitness

Data Set Filter Seq. Selection Heuristic
Wrapper Wrapper

1 0.7274 0.6928 0.8212
2 0.6618 0.4685 0.3393
3 0.1375 0.4529 0.4713
4 0.1814 -0.0879 -0.1806
5 0.5195 0.6335 0.7921
6 0.4430 0.2386 0.2748
7 0.4721 0.3762 0.3575

6.2 Fitness Landscape Analysis
Uniform random samples of size 50 ×I (where I is the number of
features in the dataset) were generated for each of the seven data
sets. For each random solution (a bit string of selected features),
the fitness was determined by classifying the data using k-nearest
neighbour. Figure 2 shows the frequency of solutions in fitness
ranges binned by 0.1 interval of the Kappa statistic. Bins with a
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(a) Data set 1 (b) Data set 2

(c) Data set 3 (d) Data set 4 (e) Data set 5

(f) Data set 6 (g) Data set 7

Figure 2: Fitness frequency distributions based on samples

count of 0 are omitted. The horizontal axes in Figure 2 corresponds
to the Kappa statistic bins in increasing levels of accuracy. The
vertical axes give the proportion of solutions in the sample that
fall into each fitness bin. For comparison, all graphs in Figure 2 are
plotted with the same range from 0 to 0.6.

Two of the data sets are characterized by very narrow fitness
distributions with over 50% of the data points in a single fitness
band: data set 4 with 1040/2000 points (52%) in the [0, 0.1) band, and
data set 7 with 314/550 points (57%) in the [0.6, 0.7) band. These
problems are therefore characterized as having a larger propor-
tion of similar fitness values, providing less variation in fitness
information to guide search. Since filter methods do not use fitness
information for selecting features, these methods should not be
negatively affected by these narrow fitness distributions in the way
that wrapper methods could be. It is observed that, for these two
data sets, the filter method outperforms the wrapper methods. Note,

however, that the inverse is not true, since there are other data sets
(data sets 2 and 6) without such narrow distributions on which the
filter method performs better than the wrapper methods.

The Hamming distance in a level of the seven data sets are il-
lustrated in Figure 3. The bins with 0 solutions are also omitted.
The Hamming distance in a level is indicative of the width of the
landscape for the different fitness levels. In other words, it indicates
to which degree the solutions within the specific fitness level are
clustered together or spread apart. Since Hamming Distance mea-
sures the number of bits that differ between two bit strings, the
maximum possible Hamming distance between two bit strings is
the length of the bit string, which for the binary feature selection
landscape is I , the number of features in the data set.

It is informative to consider the HDIL graph with the corre-
sponding fitness frequency distribution of the same data set: where
the fitness distribution graph gives an indication of the number of
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(a) Data set 1 (b) Data set 2

(c) Data set 3 (d) Data set 4 (e) Data set 5

(f) Data set 6 (g) Data set 7

Figure 3: Hamming distance in a level based on samples

solutions in the sample in a particular bin, the HDIL gives an indi-
cation of the distance between these solutions. For example, Figure
2 shows that data set 1 contained very few sampled solutions in the
highest fitness band (bin 0.9). Figure 3 shows that these solutions
were on average a Hamming distance of over 14 apart in the search
space.

The HDIL profile could provide information relevant in choosing
between a sequential wrapper and a heuristic wrapper technique.
Sequential selection algorithms can be viewed as a form of local
search, because they start with an empty attribute set and then add
attributes one by one using the fitness as a guide. This means that
they only consider neighbours one Hamming distance away each
time. If the landscape has the good solutions spread far away from
each other (HDIL is large for the highest fitness bins), then sequen-
tial wrapper methods should not do well, because the search path
cannot hop across basins. A heuristic wrapper technique should
not suffer from this limitation, due to the wider exploration of
the search operators. It is observed that for data set 1, which had
high HDIL values in the high fitness bins, the heuristic wrapper
technique outperformed the sequential wrapper technique. Further

work is needed in extracting normalised numerical indicators from
the HDIL profiles for comparison between different data sets.

Table 3 shows the degree of neutrality in a landscape M1, and
the relative size of the largest neutral region within the landscape,
M2.

Table 3: Neutrality

Data Set M1 M2

1 0.63308 0.04482
2 0.79552 0.04378
3 0.12174 0.01350
4 0.35347 0.01838
5 0.25059 0.03183
6 0.00612 0.00612
7 0.12206 0.02590

Two data sets exhibit high levels of neutrality, data set 1 at 0.6331
and data set 2 at 0.7955. It can be noted that the filter methods for
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both of these data sets perform well. This occurrence can also be
attributed to the fact that filter methods would not be affected by
the neutrality of the landscape. Data set 4 exhibits some degree of
neutrality at 0.3535, where the filter method performed better than
the wrapper methods. One may observe at this point that, for all
three of the landscapes that exhibit neutrality, the filter method
performed better than the sequential selection wrapper technique.
In one case, for data set 1, the genetic search wrapper technique
outperformed the filter method. This may be due to the exploratory
potential of the genetic search technique being able to traverse the
neutral plateaus of the landscape, whereas the sequential selection
wrapper technique may not be able to reach better solutions due
to its neighborhood being too restrictive and its greedy nature of
only considering fitter solutions in the immediate neighborhood.

Neutrality measureM2 indicates the relative size of the largest
neutral region within the landscape. All of the data sets exhibited
low values indicating that there are various neutral regions within
the landscape instead of a small number of connected neutral net-
works.

7 CONCLUSION
This paper performed an initial investigation into the landscape
characteristics of the binary feature selection problem. It was ob-
served that for data sets exhibiting narrow fitness distributions, the
filter method outperformed the sequential feature selection and
genetic search wrapper methods. This seems to indicate that filter
methods are more appropriate for problems where the fitness does
not provide sufficient information to guide search as with wrapper
techniques.

The Hamming distance in a level shows potential as an indica-
tor of problem difficulty for local search techniques such as the
sequential selection wrapper technique, but requires more work in
developing normalised metrics for comparison between problems.

The filter method performed better than the sequential feature
selection on data sets exhibiting larger amounts of neutrality. In
some cases the genetic search wrapper technique performed bet-
ter, possibly due to its potential to explore the landscape even for
solutions surrounded by neutral regions.

Further work is needed in investigating the use of other existing
landscape analysis techniques suited for binary landscapes. In addi-
tion, the effect of parameters on the characteristics of the landscape,
such as k in the k-nearest-neighbour algorithm, is a possible area
of further research. By using a fuller set of numerical landscape
characteristics, the use of data mining to predict feature selection
algorithm performance can also be investigated.
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