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ABSTRACT
This paper proposes the use of multi-objective ensemble learning
to monitor drinking-water quality. Such problem consists of a data
set with an extreme imbalance ratio where the events, the minority
class, must be correctly detected given a time series denoting water
quality and operative data on a minutely basis. First, the given data
set is preprocessed for imputing missing data, adjusting concept
drift and adding new statistical features, such as moving average,
moving standard deviation, moving maximum and moving mini-
mum. Next, two ensemble learning techniques are used, namely
SMOTEBoost and RUSBoost. Such techniques have been developed
specifically for dealing with imbalanced data, where the base learn-
ers are trained by adjusting the ratio between the classes. The first
algorithm focuses on oversampling the minority class, while the
second focuses on under-sampling the majority class. Finally, multi-
objective optimisation is used for pruning the base models of such
ensembles in order to maximise the prediction score without reduc-
ing generalisation performance. In the training phase, the model
is trained, optimised and evaluated using hold-out validation on a
given training data set. At the end, the trained model is inserted
into a framework, which is used for online event detection and
assessing the model’s performance.
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1 INTRODUCTION
This paper proposes the application of multi-objective ensemble
learning for solving the “GECCO 2019 Industrial Challenge: Moni-
toring of drinking-water quality” [3], based on a previous competi-
tion entry [6]. The challenge is composed of a classification problem
where a time series with six water quality data and operational data
features are given in order to detect events. Such events represent
the minority class on an extremely imbalanced scenario.

In order to solve such problem, the use of feature engineering,
ensemble learning techniques and evolutionary multi-objective op-
timisation is proposed. Specifically, the proposed solutions makes
use of one of two different approaches for imbalanced ensemble
learning: boosting with synthetic minority oversampling technique
(SMOTEBoost) [1]; and boosting with random undersampling (RUS-
Boost) [7]. In order to maximise the predictions of the ensemble
without loosing generalisation performance, the multi-objective
evolutionary algorithm based on decomposition (MOEA/D) [8] is
used for pruning the ensemble’s base models. Later, in order to
select one of the non-dominated solutions, physical programming
[2] is used.

The remainder of this document is organised as follows: Section
2 details the proposed techniques used for data preprocessing, en-
semble learning and multi-objective optimisation; while Section 3
concludes the paper.

2 PROPOSAL
2.1 Preprocessing
First, in order to adjust the data set, missing points are imputed
using the average value of the past 30 minutes. Next, in order to
reduce the effects of concept drift, linear detrending is performed
on all six features using data from the past 24 hours. The detrended
signals are used as additional features.

The next step focuses on creating new features for classification.
Since the problem deals with time series, signal processing and
statistical techniques are used in order to create the following new
features: differences between the current and previous samples,
moving average, moving standard deviation, moving maximum and
moving minimum. All moving methods are applied on a window
of 30 minutes.

Finally, for training and assessing the performance of the trained
models, the data set is split for hold-out validation in the following
manner: 60% of the data is used for training the ensemble, 20%
is used for evaluating the performance during optimisation, and
the remaining 20% is used for evaluating the model selected with
physical programming.
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Table 1: Preference matrix for model selection. Five preference ranges have been defined: highly desirable (HD), desirable (D),
tolerable (T) undesirable (U) and highly undesirable (HU).

Preference Matrix

← HD →← D →← T →← U →← HU →

Objective J0i J1i J2i J3i J4i J5i
J1 0.00 0.25 · J1(xd ) 0.50 · J1(xd ) J1(xd ) 1.5 · J1(xd ) 1.00
J2 0.00 0.25 · J2(xd ) 0.50 · J2(xd ) J2(xd ) 1.5 · J2(xd ) 1.00
J3 1 0.50 ·M 0.75 ·M M - -

2.2 Imbalanced Ensemble Learning
Since the problem in focus is composed of an imbalanced data set,
two ensemble learning techniques designed for such scenarios are
used, the SMOTEBoost and RUSBoost. In both techniques, the data
set is balanced before training the base learners. While the first
technique performs a synthetic oversampling of the minority class,
the second performs the random under-sampling of the majority
class.

2.3 Multi-Objective Ensemble Pruning
In order to optimise the performance of the previous ensembles,
but without loosing generalisation power, a multi-objective optimi-
sation design (MOOD) procedure [5] is performed. First, a multi-
objective problem (MOP) is formulated to prune the ensemble’s
base models and tune the decision threshold. Next, such problem is
optimised using MOEA/D, a multi-objective optimisation (MOO)
algorithm, which returns a set of non-dominated ensembles. Fi-
nally, in the multicriteria decision making (MCDM) stage, physical
programming is used to select a final preferred model.

The formulation of the MOP is performed as follows:

min
x

J (x) = [J1(x), J2(x), J3(x)] (1)

subject to:

x = [m, t] (2)
mi ∈ {0, 1} , i = [1, . . . ,M] (3)

0.0 ≤ t ≤ 1.0 (4)

where the objectives are: false positive rate (J1(x)); false negative
rate (J2(x)); and the ensemble’s complexity (J3(x)), defined as the
number of selected base models. The decision variables are: the
binary selection of each of theM base models (mi ); and the decision
threshold for the ensemble’s prediction (t ).

A set of non-dominated ensembles is generated by optimising the
aforementioned MOP with the MOEA/D algorithm. After such step,
the final model is found by selecting the model with best physical
programming ranking [2] according to the preference matrix in
Table 1 and the following equations:

xd = [md , td ] (5)
mdi = 1, i = [1, . . . ,M] (6)

td = 0.5 (7)

indicating that xd is a decision vector where the selection of each of
the base learnersmdi is set to 1, and the decision threshold td is set

to 0.5. Such values indicate that a tolerable solution presents, at least,
the same predictive performance as an ensemble without pruning.
On the one hand, desirable and highly desirable solutions presents,
respectively, 50% and 75% improvement in predictive performance
and 25% and 50% reduction of the total number of base models. On
the other hand, the reduction in predictive performance indicates
undesirable and highly undesirable solutions. Such approach is
based on the procedure found in [4].

3 CONCLUSION
The present document proposes amulti-objective ensemble learning
approach for creating an online drinking-water quality monitoring
system. To do so, MOO is applied to prune base learners from two
different imbalanced ensemble learning algorithms in order to build
a model with high predictive performance and generalisation. Such
procedure can be used as a base solution for an online drinking-
water event detector on a real-world system.
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