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ABSTRACT
In this paper, we examine the effectiveness of multimodal genetic
programming (MMGP) on the wall-following problem, which is
a well-known benchmark problem of genetic programming (GP).
MMGP aims to obtain multiple local optimal programs, including
global optimal programs, that is, programs that achieve the same
goal with different program structures. In this paper, we apply
MMGP to the wall-following problem. The purpose of the wall-
following problem is to find a program to control a robot having
twelve distance sensors and four movements to follow irregular
walls. We expect that there are several local optimal programs
in the wall-following problem, which use different combinations
of sensors. An experiment is conducted to investigate whether
MMGP can get local optimal programs simultaneously for the wall-
following problem. This experiment compares MMGPwith a simple
GP. The experimental results reveal that MMGP can achieve higher
acquisition ratio of local optimal programs than the simple GP.
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1 INTRODUCTION
Our previous researches proposed multimodal genetic program-
ming (MMGP) [2, 4], an extension of genetic programming (GP) to
solve multimodal program optimization problems. MMGP divides
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the GP population into clusters using program structure similar-
ity. MMGP enables to find global and local optimal programs with
different genotypes by executing GP in consideration of clusters.

In this paper, we investigate the capability of MMGP using the
wall-following problem [1], which is closer to the real-world prob-
lem than the problem in our previous researches. The aim of this
problem is to find a program that controls the robot with twelve
sensors and four movements to follow irregular walls. The wall-
following problem can be expected to include several local optimal
programs that can make the robot follow the wall without using
some of the sensors used in the global optimal program.We conduct
an experiment to compare MMGP with a simple GP and demon-
strate the higher capability of MMGP in the wall-following problem.

2 MULTIMODAL GENETIC PROGRAMMING
To the authors’ investigation, most conventional multimodal op-
timization methods target real-valued optimization, but there is
no multimodal optimization method targeted for program opti-
mizations. From this fact, our previous researches have proposed
multimodal genetic programming (MMGP) [2, 4]. MMGP divides
the GP population into clusters according to the similarity of pro-
gram structure and optimizes each cluster for acquiring global and
local optimal programs simultaneously.

Hierarchical clustering is used as a clustering algorithm ofMMGP.
As the indicator of the program similarity, MMGP employed tree
similarity proposed by Yang et al. [3]. The crossover is performed
to two parents, in particular, one parent is selected from the target
cluster, while another parent is selected from the target cluster
with a 50% probability, otherwise, another one is selected from the
randomly selected cluster. This selection allows you to optimize
individuals locally within each cluster while equally referring to
all the clusters. After generating new solutions, the clustering is
performed on the combined population, and half the solutions in
each cluster are removed using negative tournament selection.

3 EXPERIMENT
In order to investigate the effectiveness of MMGP for the wall-
following problem, this paper conducts an experiment to compare
MMGP with a simple GP.

3.1 Experimental setup
The map of the wall-following problem used in this experiment is
the same as in the work of Koza [1]. Table 1 shows the function and
the terminal nodes used in this experiment. Unlike the work of Koza,
this experiment does not use the constant variable SS, which will
return the smallest value in all sensors. This is because the purpose
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Table 1: Function and terminal nodes used in the experiment

Function IFLTE, PROGN2
Terminal S0 – S11, EDG, MSD, FORWARD (F), BACKWARD (B),

TURN_RIGHT (R), TURN_LEFT (L)

Table 2: Success ratio and cover ratio

Simple GP MMGP
Success ratio 34% 76%
Cover ratio (all) 9% 52%
Cover ratio (success) 27% 68%

of the multimodal search in this experiment is to find a program
that uses different sensor values, but SS implicitly uses all sensor
values. When the movement nodes (F, B, R, and L) are executed,
they returns the smaller value of S2 and S3 sensors, which are the
front sensors of the robot.

Fifty independent trials are performed for each method. The
number of generations is 200, while the population size is 1000. The
maximum number of steps is 400, and the maximum tree depth is
17. The fitness function uses the following fomula:

f itness =

{
#tile − #visited if #tile > #visited
−Step otherwise, (1)

where #tile is the total number of tiles (56 in this experiment),
while #visited is the number of visited tiles in 400 steps. Step is the
number of steps remaining after visiting all tiles in the map.

3.2 Evaluation criteria
We confirm the following three criteria: (1) the success ratio, (2)
the cover ratio of all 50 trials, and (3) the cover ratio of the success
trials. We define a success trial as a trial to acquire a program that
can visit all tiles. The success ratio is defined as the percentage of
the success trials in all 50 trials. On the other hand, the cover ratio
is defined as the ratio at which a program can visit all tiles without
using a specific sensor used by the global optimal program. We
consider the cover ratio in all 50 trials and the success trials.

3.3 Result
Table 2 shows the success ratio, the cover ratio for all trials, and the
cover ratio only for the successful trials. The “Simple GP” column
indicates the result of the simple GP, and the “MMGP” column
indicates the result of MMGP.

From the result of the success ratio, the simple GP succeeds in
finding a program that can visit all tiles in 34% trials, while MMGP
achieves 76%. This result shows that in the wall-following problem,
the search capability of MMGP to find a global optimal program
is improved compared to the simple GP. Second, the results of the
cover ratio show that the simple GP only accomplishes 9% of the
cover ratio in all trials. Even with a focus on the cover ratio in the
success trials, the simple GP can only achieve 27% of the cover ratio.
In contrast, MMGP achieves the higher cover ratio than the simple
GP, in particular, 52% of the cover ratio in all trials and 68% of in
the success trials.

Examples of the global and the local optimal programs obtained
by MMGP are shown in Figs. 1 and 2. You can see that the structure

(IFLTE F EDG (PROGN2 (IFLTE (IFLTE R R S3 (PROGN2
B (PROGN2 B R))) R S5 (PROGN2 S8 S9)) (PROGN2 MSD
S6)) (IFLTE S0 EDG S0 (IFLTE (IFLTE S6 S1 S3 S5)
(PROGN2 S8 S11) S0 L)))

Figure 1: The global optimal program (f itness = −239)

(IFLTE F EDG (PROGN2 (IFLTE (IFLTE R R S3 (PROGN2
B R)) R S5 (IFLTE F EDG (PROGN2 B (IFLTE R B
(PROGN2 B EDG) S8)) S0)) (PROGN2 S8 S11)) (IFLTE
S0 EDG S0 (IFLTE S4 (PROGN2 S8 S11) S0, L)))

Figure 2: The local optimal program (f itness = −222)

of the global optimal solution and the local optimal solution is
similar. The difference between the two is that the global optimal
program of Fig. 1 uses the sensor values of S1, S6, and S9, while
these sensor values are not used in the local optimal program.
Instead of these sensors, the local optimal program uses the sensor
value of S4 which is not used in the global optimal program.

These results indicate that MMGP has higher search capability
of multimodal search than the simple GP, and MMGP can obtain
the global and the local optimal programs with different genotypes.

4 CONCLUSION
This paper demonstrated the performance of MMGP in the wall-
following problem by comparing the simple GP and MMGP. The
experimental results showed that MMGP can acquire global and
local optimal programs simultaneously with higher reliability than
the simple GP. We also confirmed that although the global and the
local optimal programs obtained by MMGP are structurally similar,
they use different combinations of the sensors.

In this paper, we showed that MMGP can search the global opti-
mal program and multiple local optimal programs that complement
the global one. In the future, we plan to explore effective selection
methods that take into consideration cluster similarity and dynamic
cluster management using niching methods to improve the search
accuracy of global and local optimal programs.
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