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ABSTRACT

Inferring models of dynamic systems from their time series data is
a challenging task for optimization algorithms due to its potentially
expensive computational cost and underlying large search space.
In this study, we aim to infer both the structure and parameters of
a dynamic system model simultaneously by Particle Swarm Opti-
mization (PSO), enhanced by effective stratified sampling strategies.
More specifically, we apply Latin Hyper Cube Sampling (LHS) with
PSO. This leads to two novel swarm-inspired algorithms, LHS-PSO
which can be used efficiently to learn the structure and parame-
ters of simple and complex dynamic system models. We used a
complex biological cancer model called Kinetochores, for assessing
the performance of PSO and LHS-PSO. The experimental results
demonstrate that LHS-PSO can find promising solutions with corre-
sponding structure and parameters, and it outperforms PSO during
our experiments.
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1 INTRODUCTION

Real-time complex dynamic systems are commonly modelled by
Ordinary Differential Equations (ODEs). An ODE model captures
the dynamic behaviour of a system evolving over time. An ODE
model has a model structure and a set of parameters associated
with its structure. The dynamic behaviour of an ODE model is
determined by both of its structure and parameter values.

Modelling the dynamic behaviour of a dynamic system from its
time series data requires us to identify the parameters and structure
of an ODE through simulation and compare the simulation results
with the target data. Moreover, time series data is used to assess the
performance of the target model in order to conclude the values of
parameters and structure of an ODE model. The general form of an
ODE is presented in Equation.1, where X; is the state variable, n
is the number of observable components and f; is the relationship
among variables.

dX;

FTa (1)
Particle Swarm Optimization (PSO) is a well known meta-heuristic
algorithm which provides a sufficiently good solution to an op-
timization problem, commonly with incomplete or imperfect in-
formation. Highlighting the broader scope and the complexity in
dynamic system, it put forward us to search for an efficient sam-
pling technique to be used with PSO. We explore the use of stratified
sampling approach called Latin Hypercube Sampling (LHS) , as it
has have been proven to be effective approach in many problems.

fi(X1, Xz, ... Xn)i=1,2,....,n)

2 RELATED WORK

There have been several studies for identifying ODE models. In
[7], the authors demonstrated the use of an evolutionary method
for recognizing a gene regulatory network from time series data.
Yang et al. [7] used Multi Expression Programming (MEP) and
Particle Swarm Optimization (PSO) to solve structural optimization
problems. They inferred the right-hand side of ODE by MEP and
optimized its parameters by PSO so as to obtain the superlative
structure of ODE from a small population. To reduce its complexity
they partitioned the search space in order to achieve better per-
formance and aimed to deploy the approach on real large-scale
biochemical network problems.

Darania et al. [1] established a substantial work to approximate
the solutions of differential equation using swarm intelligence. Tan
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Figure 1: Time course data of variable k1n1_pp1(T),kln1_pp1_2a(U), kln1_pp2a_p(V), melt_p(W) and rvsf(I) respectively

et al. [4] presented a shared method to a series of solutions of non-
linear differential equations. Lee et al. [3] estimated the solutions
of non- linear differential equations using the Method of Bilaterally
Bounded (MBB). Mateescu et al.[6] suggested a modest formula-
tion for solving Cauchy problem using Genetic Algorithm (GA).
Mastorakis et al. [5] presented various new ideas on inferring an
ODE as an optimization problem. They used finite element models
to advance the fitness functions.

Eberhart et al. [2] optimized the parabolic function using PSO.
They kept the population size of PSO 20 in order to have a quick
output because the system performance is sensitive to the number
of iterations and population.

3 METHODOLOGY

In this paper, PSO and LHS-PSO are analyzed to infer both the
structure and parameter of an ODE at the same time. In order to
achieve our goal, we are taking a real biological cancer tumour
model called kinetochore as a testing model, which consists of five
ODE:s as described in Equations.2~ 6. These equations express the
rate of change of components d/dt.

dT
Z =0.9%]%1%10.24 — T % 0.0012 2)
dUu
E=V*T*O.0154—U*1*0.81 3)
dv
=W 0150124 U 1#0.81-V + 1.64 =V T 0015 (4)
dw
_dt =V=%1.6440.7%1%0.47-W%0.1%0.12—W U %1591.5*1 (5)
dr

— =T%0.0012 + 0.8 %« U % 1410.79 %1 — 0.9 % I + 1 % 10.24
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3.1 The LHS-PSO Algorithm

A widely used sampling technique is LHS, which stratifies the input
probability distributions. It ensures that the samples are distributed
across the entire search space evenly. LHS-PSO improves the origi-
nal PSO algorithm by assigning the initial position to each particle
rather than initializing the particle position randomly. Our pro-
posed LHS-PSO algorithm is shown in Table.4.

Our goal of using this algorithm is to reform a better multivariate

space by eliminating redundant realizations from the initial pool
and to make it easy for PSO to search for better structure and

parameter in the search space.
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Table 1: LHS-PSO Algorithm

LHS-PSO Algorithm

1) Initialize population.
1.1) The population is initialized randomly.
1.2) The population is initialized with LHS.
2) Calculate the fitness value of each particle.
3) Population evolution.
3.1) Update velocity and position of each particle.
5) Evaluate termination condition
5.1) Yes, stop iteration
5.2) No, go to Step (2)

4 EXPERIMENTAL RESULTS

We applied LHS-PSO to infer the structure and parameters of dy-
namic system ODEs and test the effectiveness of these algorithms.
The corresponding target and resultant ODE models for LHS-PSO
are shown in Figure.1, which proves that LHS-PSO algorithm have
a better ability to search for parameters and structure of the system
of ODEs by using known time course data.
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