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ABSTRACT
Cellular Automata (CA) can be successfully applied in various image
processing tasks because they have a number of advantages over the
traditional methods of computations: simplicity of implementation,
the complexity of behaviour, parallelisation, extensibility, scalability,
robustness. In this paper, an edge detection method for binary
images, based onCA and EvolutionaryAlgorithms (EA) is presented.
The rule of a two-dimensional CA is evolved by the means of two
EAs, one that evolves the rule to detect edge points and another
one that evolves the rule to detect non-edge points. The focus is on
the implementation of the EAs, how individuals are represented,
how the evolving process is evaluated and which genetic operators
are used. The results of the experiments show a better performance
of the proposed approach in comparison with similar approaches
presented in the literature.
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1 INTRODUCTION
Processing images is a problem known for a long time. One such im-
age processing task is the edge detection which resumes to finding
the boundary of an object. The boundary occurs when significantly
local changes are detected [2]. A local change may refer to the differ-
ence of intensity of a pixel in contrast with some of its neighbours.
Edge detection could be used as a step in a more complex process
such as object recognition, object localization or many others. A
potential approach to implement an edge detector is by using Cel-
lular Automata (CA). CA is a simple model of parallel computation
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in which a cell changes its state based on its neighbours’ states
and its own state, according to a transition rule ρ. CAs have been
considered for a series of applications such as cryptography, traffic
simulation, image processing and many others [6, 7, 9]. The use
of CA in edge detection brings several advantages such as ease of
implementation, parallel implementation, possibility to work with
images of different types (binary, grey or colour) and of different
sizes (2D or 3D).

The goal of this paper is to validate once more the potential of
CA as an edge detector and to achieve a better performance of CA.
For this purpose, the CA’s rule is optimized to detect the edges,
with the aid of an Evolutionary Algorithm (EA). The evolved CA is
evaluated by the means of comparison with (human) ground truth,
and compared with similar approaches existing in the literature
[1, 3, 8].

This paper is divided as follow: firstly, it is presented in detail
the proposed approach, then the performed experiments and the
obtained results are shown, ending with the conclusion and future
work.

2 PROPOSED APPROACH
The proposed approach, similar to [1, 3, 8] optimizes the CA’s
rule by the means of an EA. As in [1, 3, 8] an EA chromosome
encodes the CA’s rule and is represented as a packet of pairs: the
neighbourhood’s state and the new value. A specific type of these
pairs are so called linear rules1. Our EA performs a horizontal
crossover (in [1] the vertical crossover is also used), followed by a
bit flip mutation. Unlike [1, 3, 8], the fitness function corresponds
to Dice similarity coefficient and the elitist sketch of EA is actually
involved in the proposed approach.

The proposed approach has a binary image as input, the initial
image on which the training is performed. The first step is to extract
the CA initial state from the input image. Each CA’s cell corresponds
to a pixel and has two components: the state which is represented
by the pixel’s value and the eight neighbours which is a list of pairs
(value, position) 2.

The next step is running the two EAs, one that trains the rules
to detect edge points, another one that trains the rules to detect
non–edge points. For the first EA, the initial population is gener-
ated as follow: n packets of pairs, having only the new value 0, are
generated for each chromosome. The chromosomes are evaluated
and the best one is kept to be added to the new population. Selec-
tion, crossover and mutation are applied to the current population
and the offspring are added to the new population. The process is

1a linear rule is actually the arithmetic sum of fundamentals rules [7]

2The position of each neighbour is given by:
64 128 256
32 1 2
16 8 4

, where the right neigh-

bour position has value 2, the left has value 32 and so on.
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repeated forG generations. Then the second EA is executed with
the same configuration, except for the new value of each pair from
the CA rule which is 1. When both EAs end, the corresponding best
chromosomes encode the rule for two CA:

• the CA which involves the best packet of pairs trained to
detect edge points called Edge–CA and

• the CA which involves the best packet of pairs trained to
detect non–edge points called NonEdge–CA.

To these two, another two CAs are added:
• the CA which involves the packet obtained by concatenating
the pairs of both best packets called Mixed–CA, with the
mention that if two identical linear rules but with different
central cell’s new state exist, the one with central cell’s new
state 0 will be applied, and

• the CA which involves the packet obtained by reunion of
the pairs of both best packets called FilterMixed–CA, with
the mention that in cases in which two identical linear rules
but with different central cell’s new state exist, both of them
are removed.

3 NUMERICAL RESULTS
The training dataset used for experiments consists of 100 images
of size 100 × 100 from the ones provided in [4]. Each one of the
100 images used for training is given as input to the two EAs, the
one that trains rules to detect edge points, and the one that trains
rules to detect non–edge points. Each EA has a population of 50
chromosomes as packets containing a variable number of pairs
n ∈ [10, 20], and each of them runs for 50 generations. For each
image, 10 individually runs are performed.

First of all, we want to investigate which of the four CAs has
the best potential for edge detection. The first experiment consists
in training the two EAs for all images of the considered collection.
Four output images (with detected edges) can be obtained (starting
from a given image) by applying the four evolved CA (Edge–CA,
NonEdge–CA, Mixed–CA, FilterMixed–CA): Best edge trained rules
image, Best non–edge trained rules image, Unfiltered best rules image
and Filtered best rules image. To compare the edge detection quality
of the four CAs, we computed the performance measures: Mean
Squared Error (MSE) and Peak Signal to Noise Rate (PSNR) [5].
Firstly, on all resulted images from the four categories, the MSE and
PSNR were computed, and the mean of MSE values, respectively
PSNR values are 0.223664185, 0.2013, 0.2117, 0.185, respectively
7.2633, 7.5143, 7.5901, 7.94523. The smallest value of MSE, respec-
tively the greatest value of PSNR is obtained for FilterMixed–CA,
one can conclude that FilterMixed–CA performs better than the
other CA.

Secondly, we want to compare the performance of the proposed
approach relative to the other similar approaches found in the
literature. We are interested to have the same perspective over
the compared training methods: G = 50 generations were chosen
for all the experiments, the population of each training algorithm
[1, 3, 8] has N = 50 packets of n = 15 rules and 10 individually
runs on each image are performed. Performance of the Filtered–
CA, identified as the best in the previous experiment, is compared
3The values are given in this order: Edge–CA, NonEdge–CA, Mixed–CA, FilterMixed–
CA

with the performance of methods presented in [1, 3, 8]. The mean
of the performance values over the 1000 images obtained from
each method was computed: the values of MSE are 0.185, 0.305,
0.2227, 0.2264 and the values of PSNR are 7.9452, 5.8519, 7.3048,
7.05794. As it can be deduced from the obtained values of MSE and
PSNR respectively, the proposed CA performs better than all the
aforementioned methods [1, 3, 8].

4 CONCLUSIONS
We have presented an edge detection method for binary images
based on Evolved Cellular Automata. Once more, it was shown the
compatibility and the capability of CA in image processing tasks,
in this case, the edge detection. Based on experiments shown in
this paper, it can be said that our approach performs better than
those already proposed in the specialised literature [1, 3, 8].

This method distinguishes from previous methods by dividing
the edge detection problem into edge detection sub–problem and
non-âĂŞedge detection sub–problem. Additionally, it distinguishes
from the previous methods by choosing a varying number of rules
in the packets of rules. A similar technique could be used in the
implementation of a CA based method for grey images.
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