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ABSTRACT
Detecting the emotional content of text is one of the most popular
NLP tasks. In this paper, we propose a new methodology based
on identifying “idealised” words that capture the essence of an
emotion; we define these words as having the minimal distance
(using some metric function) between a word and the text that
contains the relevant emotion (e.g. a tweet, a sentence). We look for
these words through searching the space of word embeddings using
CMA-ES. Our method produces state of the art results, surpassing
classic supervised learning methods.
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1 INTRODUCTION
Written text is used widely as a means of communication; it is often
the case that textual communications online involve short informal
messages. One of the most common Natural Language Processing
(tasks) is trying to identify the emotions evoked by a sentence. The
NLP methods that attack this problem fall broadly under the um-
brella of Sentiment Analysis (SA) and emotion detection. Whereas
SA is used to identify positive, neutral or negative polarity, emotion
detection techniques are used to classify more specific emotions
like anger, fear, sadness and love.

In start contract to the dearth of unsupervised learning methods,
emotion detection has been performed extensively on tweets[1, 4, 7]
using supervised learning methods. In this paper, we propose a
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new method for performing supervised learning. We search the
word vector space for an “idealised” emotional vector. In order
to identify emotion, we adopt the Euclidean Distance function to
calculate the distance between the word embedding of tweets and
the “idealised” emotional vector. To the best of our knowledge,
this work is the first to explore detecting emotions from tweets by
adopting an evolutionary strategy with Word2Vec through distance
functions. We show state of the art results in the twitter dataset of
Mohammad [6].

The rest of the paper is organised as follows. The following
section presents the dataset used and benchmark approach. Section
3 will present the main methods and models this paper is using. In
Section 4, we describe the experimental work. Section 5 discusses
the results obtained. The paper closes with the conclusions drawn
from this work and outlines potential future work.

2 PRELIMINARIES
2.1 Datasets
Twitter Emotion Corpus (TEC) dataset consist of 21,051 emotional
self-labeled tweets [6]. Only tweets that include one of the basic six
emotions hash-tags were compiled. A detailed description of the
dataset is out of the scope of this paper, while interested readers can
refer to [6] for all relevant information.We note that the distribution
of the emotions in the TEC dataset is imbalanced. For example, joy
has the highest percentage by 39.1% while the percentage of disgust
is less than 4%. Moreover, for the ground truth, the hash-tags that
have been used as labels were removed from the tweets in the
dataset thus it can be used for training and testing.

2.2 Benchmark Approach
For each emotion of the basic six emotions Mohammad [6] devel-
oped a binary classifier to identify emotions using WEKA [2]. For
example, Fear-NotFear classify whether a tweet express fear or not.
Sequential Minimal Optimization (SMO) was the algorithm chosen
in [6] to be used with SVM; binary features are used to classify
whether unigrams are present or absent. Unigrams that occurred
less than two times were discarded. The author reports the mean
results for 10-fold cross-validation, and we follow this approach.

3 CMA-ES
The covariance matrix adaptation evolution strategy (CMA-ES) is
a stochastic optimization algorithm proposed by Hansen et al, [3].
The CMA-ES is an iterative evolutionary algorithm that is based
on a set of solutions for continuous optimization. It generates λ
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new vector solutions from a multivariate Gaussian distribution
according to: xi ∼ N (mk ,σ

2
kCk )f or i = 1, ..., λ with meanmk , co-

variance matrix Ck and step size σk . In this work, we use CMA-ES
as a black-box optimisation method in order to search through a
high-dimensional search space without using gradient information.

4 EVOLUTIONARY SEARCH EXPERIMENT
Using the TEC dataset, in this experiment we will try to find the
“idealised” vectors that will perform optimally in emotion detec-
tion using the CMA-ES as an Evolutionary algorithm. Euclidean
Distance is used to calculate the distance between the tweets and
the “idealised” vectors. Ten-fold cross validation is followed as in
the benchmark approach [6]. The general procedure is as follows:
The vectors are retrieved for each word of a tweet from Google’s
pre-trained Word2Vec model [5]. Then the mean of the vectors is
calculated for each tweet. The dataset (the mean vector for each
tweet) is split into ten groups. For each unique group: 1- Take one
group as the test dataset. 2- Take the remaining groups as a training
dataset. 3- Fit a CMA-ES model of the training set and evaluate it
on the test set. The CMA-ES generations is set to 200 and the pop-
ulation to 100 and the dimensionality to 1800 because a vector of
300 dimensions is needed for each emotion category: anger, disgust,
fear, joy, sadness and surprise. Initialize the σ step size with 0.1. For
each generation the exact algorithm is presented in Algorithm 1.
while, computational time is 10s per generation.

Algorithm 1: Evolutionary Search
for each generation do

select mini batches (8000) randomly from training data.
for each element in population do

calculate euclidean distance between the “idealised”
vector and the mean vector of each tweet of the mini
batch.
set the emotion of the tweet based on the shortest
distance.
calculate the F1 score.

end
update the parameters for next generation based on the
results and the current “idealised” vector.
if generation is even then

use the “idealised” vector to evaluate the model on the
test data set.
retain evaluation scores.

end
end

Table 1 shows the average F1 and the error bounds for the 95%th
confidence interval for the ten-fold cross validation of the last
generation test of the evolutionary search experiment. It can be
seen that the evolutionary search results exceeded the benchmark

Table 1: Experiments results

F1 anger disgust fear joy sadness surprise
benchmark 27.9 18.7 50.6 62.4 38.7 45
evolutionary search 33.82 ± 1.87 29.07 ± 3.16 52.30 ± 1.24 66.88 ± 0.56 43.31 ± 0.79 47.24 ± 0.87

approach [6]. The evolutionary search results achieved the best
results over all emotions, Table 1.

5 DISCUSSION
Table 1 demonstrates that the results of the evolutionary search
experiment have surpassed all previous published benchmarks. As
mentioned in the datasets section, disgust has very low percentage
in the dataset and, as expected, it has the larger confidence intervals,
see table 1. In contrast, joy has the largest percentage in the dataset
therefore all runs end up in more or less similar results, see Table 1.

6 CONCLUSIONS
Our approach using the CMA-ES to continuously update the “ide-
alised” vector for each emotion in order to be used for emotion
detection using the Word2Vec embedding boosts the results in all
fronts. To the best of our knowledge, this work is the first to detect
emotions from tweets by adopting an evolutionary strategy with
word embeddings. For future work, we are aiming to explore using
different evolutionary strategies and techniques in a similar manner
- this work forms a baseline. Furthermore, the same evolutionary
search method could be used to learn transformations in other data
beyond tweets e.g. images in order to detect emotions for instance.
Finally, we plan on undertaking further analysis and try to identify
which words correspond to or are closer to what the evolutionary
algorithm discovered in the embeddings search space.
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