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ABSTRACT
Web service composition aims to provide added values by loosely
coupling web services to accommodate users’ complex require-
ments. Evolutionary computation techniques have been used to
e�ciently �nd near-optimal composite services to satisfy users’
requirements reasonably well. Often, the quality of a composite ser-
vice is measured by two important quality criteria that are related
to the non-functional quality (i.e., Quality of service, QoS for short)
and function quality (i.e., Quality of semantic matchmaking, QoSM
for short). One recent work [2] proposed a Hybrid method that
combines NSGA-II and MOEA/D with swap-based local search to
enhance the performance of NSGA-II. This Hybrid method handles
two quality criteria in QoS as two trade-o� objectives. However,
the local search of this method is randomly applied to a prede-
�ned large number of subproblems without focusing on the most
suitable candidate solutions. In this paper, we propose a memetic
NSGA-II with EDA-based local search. Particular, EDA performs
the local improvements of a few well-selected composite services
in di�erent regions of the Pareto front. We also aim to handle two
practical trade-o� objectives with respect to QoS and QoSM. Our
experiments have shown that our proposed method outperforms
the recent state-of-the-art algorithms and the baseline NSGA-II
method with respect to e�ectiveness and e�ciency.
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1 INTRODUCTION
Web services can be composed to provided added values to accom-
modate users’ requirements. Often, for a given service request, there
are many possible composite services, di�erent in both execution
work�ow and component services, as well as the quality. Evolu-
tionary computation (EC) techniques have been widely used to �nd
composite services e�ciently with near-optimal non-functional
quality (i.e., Quality of service, QoS for short) and function quality
(i.e., Quality of semantic matchmaking, QoSM for short). One recent
work (i.e., Hybrid [2]) combines NSGA-II and MOEA/D, where a
simple local search, named one-point "swap", is randomly applied
to a large number of decomposed subproblems (i.e., 500 subprob-
lems). Although this method is more e�ective than NSGA-II, its
local search method su�ers from high level of randomness and
ine�ective swap operators. To address these two limitations, new
memetic approaches must be developed to avoid pre-determining
a large number of subproblems in advance for local search and to
perform e�ective local search by explicitly exploiting knowledge
embedded in good candidate solutions in each generation. To ful�ll
this idea, a clustering technique is used to determine some well-
selected composite services in di�erent regions of the Pareto front
for local search and EDA is used to sample solutions with local
improvements on the selected composite services.

2 PROPOSED APPROACH
To enhance the performance of NSGA-II in both e�ectiveness and
e�ciency, a memetic NSGA-II is proposed with EDA-based local
search (this method is referred to asMNSGA2-EDA) for fully auto-
mated and multi-objective service composition. We use MNSGA2-
EDA to handle two objectives related to QoSM and QoS respectively.
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Figure 1: Generation updates in MNSGA2-EDA

Fig. 1 shows the generation updates in MNSGA2-EDA. These
updates start with the current population, which is used to produce
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two o�spring populations: genetic o�spring population and local
search o�spring population. Particularly, the genetic operations
(e.g., crossover and mutation) produce the genetic o�spring pop-
ulation from the current population and the sampling procedure
produces the local search o�spring population from the distribution
models. For each cluster, the model is learned based on its represen-
tative solution sampled from the current population. Later on, we
combine these two produced o�spring populations into one com-
bined population, where the Pareto ranking technique is utilized to
form the next generation from the combined population.

Representation. LetΠ = (π0, . . . ,πt , . . . ,πn−1) be a permutation-
based composite solution of service indexes {0, . . . , t , . . . ,n − 1}
such that πi , πj for all i , j. Usually, a decoding algorithm [4] is
utilized to decode this permutation into a composite service repre-
sented in a form of a service work�ow. Afterwards, this work�ow
is further encoded into another permutation Π′ using Breadth-�rst
search, see [4] for details.

Genetic operation. We employ two-point crossover and one
one-point swap mutation [2] to produce the genetic o�spring pop-
ulation, see [2] for the details.

Cluster representative and its distribution model. We clus-
ter the current population into a set of clusters using K-means++ [1].
Afterwards, we identify one promising solution of each cluster by
randomly selecting a solution from the non-dominant composite
services in each cluster. Consequently, we learn a group of dis-
tributions based on each representative and its belonging cluster.
Particularly, a node histogram matrix (NHM) for the clth cluster
with the cluster representative Repcl in generation д is denoted as
NHM

д
cl , which is an n × n-matrix with entries ei, j as follows:

ei, j =
m−1∑
k=0

δi, j (Π
′д
k ) + ε (1)

δi, j (Π
′д
k ) =

{
w(Π′д

k ) if πi = j
0 otherwise

(2)

w(Π′д
k ) = 1 − || ®f (Π′д

k ) −
®f (Rep

д
cl )| |2 (3)

Eventually, we can use node histogram-based sampling [3] to
sample new permutations to form a local search o�spring popula-
tion.

Fitness function. Two trade-o� objectives that re�ect QoSM
and QoS are de�ned in Eq. (4) and Eq. (5) respectively are to be
minimized, see [4] for calculations of each quality criteria.

f1(Π) = w1(1 − M̂T ) +w2(1 − ˆSIM) (4)

f2(Π) = w3(1 − Â) +w4(1 − R̂) +w5T̂ +w6ĈT (5)

3 EXPERIMENTS
We experimentally compare MNSGA2-EDA with NSGA-II and Hy-
brid [2] that are recently used to solve a similar problem. The
benchmark dataset utilized for the comparison is obtained from [2]
with doubled service repository size. The population size is set to
500 with a maximum generation of 51. Crossover, mutation, and
reproduction rates are 0.8, 0.1 and 0.1. ε is calculated referring to [4].

Table 1: Comparison results of Mean IGD (Note: the lower
the IGD the better)

Task MNSGA2-EDA NSGA-II Hybrid [2]

WSC09-1 0.0701 ± 0.0132 0.0731 ± 6e − 04 0.0654 ± 0.0199
WSC09-2 0.0055 ± 0.001 0.0065 ± 0.0011 0.0061 ± 9e − 04
WSC09-3 0.002 ± 9e − 04 0.0126 ± 0.0085 0.0107 ± 0.0076
WSC09-4 0.0025 ± 0.001 0.0061 ± 7e − 04 0.0056 ± 0.0012
WSC09-5 0.0025 ± 0.0014 0.0052 ± 0.0011 0.0045 ± 7e − 04

Table 2: Comparison results of Mean Hypervolume (Note:
the higher the Hypervolume the better)

Task MNSGA2-EDA NSGA-II Hybrid [2]

WSC09-1 0.4435 ± 0.0028 0.4424 ± 9e − 04 0.4434 ± 0.0031
WSC09-2 0.2751 ± 1e − 04 0.2742 ± 0.0016 0.2747 ± 7e − 04
WSC09-3 0.3693 ± 1e − 04 0.361 ± 0.0064 0.3618 ± 0.0054
WSC09-4 0.239 ± 0.0014 0.2346 ± 9e − 04 0.2355 ± 0.0017
WSC09-5 0.2376 ± 0.001 0.235 ± 5e − 04 0.2353 ± 5e − 04

Table 3: Comparison results of Mean execution time (in s)
(Note: the shorter the time the better)

Task MNSGA2-EDA NSGA-II Hybrid [2]
WSC09-1 198 ± 67 155 ± 76 327 ± 90
WSC09-2 5634 ± 679 6139 ± 1678 14634 ± 2816
WSC09-3 2968 ± 301 2820 ± 714 6527 ± 2403
WSC09-4 269207 ± 23542 255195 ± 28813 646897 ± 117538
WSC09-5 39370 ± 5125 35338 ± 8350 86281 ± 19944

The weights in the �tness function Eq. (4) and Eq. (5) are set to bal-
ance quality criteria in both QoSM and QoS, i.e.,w1 andw2 are set
to 0.5, andw3,w4,w5 andw6 to 0.25. We run the experiment with
30 independent repetitions with the results shown in Tables 1, 2
and 3. We can observe that MNSGA2-EDA achieves signi�cantly
better values of IGD and hypervolume for all tasks. Meanwhile, the
mean execution time for MNSGA2-EDA and NSGA-II are very com-
parable to each other. However, Hybrid consistently takes much
more execution time.

4 CONCLUSION
In this paper, we proposed a novel NSGA2-EDA method for han-
dling two trade-o� objectives in fully automated service compo-
sition. Particularly, EDA is used to make local improvements of
well-selected candidate composite services in the di�erent regions
of the Pareto front. This method outperforms one recent work and
a baseline method with respect to both e�ectiveness and e�ciency.
Future works can investigate more e�ective sampling techniques
to produce local search o�spring by considering problem-speci�c
templates for permutation-based solutions.
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