
GECCO Black-Box Optimization Competitions: Progress from
2009 to 2018

Urban Škvorc
Jožef Stefan Institute and
Jožef Stefan International

Postgraduate School
Ljubljana, Slovenia
urban.skvorc@ijs.si

Tome Eftimov
Jožef Stefan Institute
Ljubljana, Slovenia
tome.eftimov@ijs.si

Peter Korošec
Jožef Stefan Institute
Ljubljana, Slovenia

Faculty of Mathematics, Natural
Sciences and Information

Technologies, University of Primorska
Koper, Slovenia

peter.korosec@ijs.si

ABSTRACT
The GECCO Workshop on Real-Parameter Black-Box Optimiza-
tion Benchmarking Series is a series of benchmarking workshops
held every year since 2009 that evaluates the performance of new
optimization algorithms.

Originally, the workshop organizers provided results for every
year the workshop took place. In this article, we directly compare
algorithms from everyworkshop held from 2009 to 2018.We analyze
the compared algorithms on the noiseless benchmark function set
using the competition’s official empirical approach, and with a
statistical approach called Deep Statistical Comparison.

Our goal is to investigate how algorithm performance has evolved
throughout the years, and to show differences between empirical
and statistical approaches to evaluating results.

CCS CONCEPTS
• Computing methodologies → Continuous space search; •
Mathematics of computing → Nonparametric statistics;
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1 INTRODUCTION
The GECCO Workshop on Real-Parameter Black-Box Optimization
Benchmarking Series (BBOB workshops) [4] is a series of yearly
benchmarking workshops in the field of numerical optimization
that evaluate algorithm performance on a constant set of benchmark
functions. Since every year the workshops use the same set of
benchmark functions, the results can be compared between years.
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However, as far as we are aware, the organizers of the workshops
only provide comparisons between algorithms from a specific year.

In this article, we present collected results that compare algo-
rithms from every year of BBOB workshops. We compare algo-
rithms using the same empirical approach used by the organizers,
as well as using a statistical approach called Deep Statistical Com-
parison [5]. Using this comparison, we aim to show the overall
improvement (or lack thereof) in algorithm performance from the
first year of the workshop in 2009 till today, as well as the difference
in these two approaches.

2 RELATEDWORK
For each year of the GECCO Workshop on Real-Parameter Black-
Box Optimization Benchmarking series, its organizers publish the
complete results for all submitted algorithms, which are available
in [1]. These results are used to create a comparative empirical
comparison of the algorithms using the methods described in [7].
The organizers also provide code files that can be used to perform
the same empirical analysis [3].

To the best of our knowledge, no comprehensive analysis that
would compare algorithms over the years exists. Molina et al. [10],
provide an overview of several optimization benchmarks, but only
summarize the presented results over the years.

3 EXPERIMENTS
For our experiments, we have analyzed the data of all BBOB work-
shops on the noiseless test function set. In order to analyze the
results, we first obtained the data of every algorithm that entered
the workshops between 2009 and 2018. We obtained the results for
196 algorithms. The entire list of algorithms is available in [2], and
the results data is available in [1].

Every algorithm contained data about the performance on 24
different benchmark functions with 5 different dimensionalities
each. In this paper, we will focus only on the highest available
dimensionality of 40.

We analyzed this data in two different ways: by using the official
benchmark method [7], and by using a statistical method called
Deep Statistical Comparison (DSC) [5].

4 RESULTS
In this section, we provide only some interesting results of our
analysis. We provide the results of both the empirical and statistical
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Figure 1: Empirical results for 40D functions

approaches. For readability and space concerns, we present the
results of only a selected subgroup of algorithms, not on every
algorithm from every year of the BBOB workshops, and only on 40
dimensional functions.

4.1 Empirical results
The empirical results are available in Figure 1. We present the
results using the graph form, which shows the number of successful
runs (runs where the error of the results was less than 10−8 across
all benchmark functions), depending on the number of function
evaluations. The BBOB benchmark tool-set allows for other forms
of result presentations (such as tables) that allow a deeper look at
the results, but here we focus only on the graphical version.

From the empirical results on the entire function set, we see that
the algorithm BIPOP-aCMA-STEP [9] from 2013 appears to be the
best, even when compared to algorithms from following years.

Another interesting result is the high amount of test functions
that were easily solved by algorithms.Whenwe looked at individual
function results, 15 out of 24 test functions were solved correctly
when looking at the results for dimensionality of 40.

4.2 Statistical Results
The statistical analysis performs pairwise comparisons between
different algorithms, and determines whether one algorithm is
statistically better than another on the benchmark function set.
Table 1 shows this comparison on a small subsection of algorithms
that performed best using statistical comparison. The values in the
cells show the p-values of these comparisons. A value smaller than
0.05 means that the algorithm in the row of the table performed
statistically better than the algorithm in the column. For easier
visualization, such cells have a darker background. The algorithms
shown are presented in [6, 8, 9, 11].

When using the statistical approach there is no statistical sig-
nificance between most of the presented algorithms. We can also
see that NBIPOPaCMA is shown to outperform PSA-CMA-ESwRS,
while others do not. Both of these observations were not observed
through empirical analysis and show that the statistical approach
can provide different results.

09-BI 12-NB 12-NI 13-BI 18-PS
09-BIPOP-CMA-ES - 0.98 1.00 0.99 0.54
12-NBIPOPaCMA 0.04 - 0.58 0.58 0.02
12-NIPOPaCMA 0.01 0.58 - 0.58 0.06
13-BIPOP-aCMA-STEP 0.02 0.58 0.58 - 0.21
18-PSA-CMA-ESwRS 0.54 0.99 0.96 0.88 -

Table 1: Statistical results for 40D

5 CONCLUSION
In this article, we presented a quick overview of the empirical and
statistical approaches to comparison of algorithms from the GECCO
Workshop on Real-Parameter Black-Box Optimization Benchmark-
ing, and the differences in results between the two methods. Our
results showed that the algorithm performance peaked in the year
2013, and has not shown any significant overall improvement since.

In the future, we would like to expand this kind of algorithm
analysis to understand not only which algorithms perform better,
but also the reasons why they perform better on certain benchmark
functions, for example by using Landscape Feature Analysis to
group together similar functions on some lower level.
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