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ABSTRACT
This study investigates how to improve the predictions of glu-
cose values obtained with genetic programming models. A set
of statistical techniques are used to discover glucose profiles
that identify similar situations in patients with type 1 diabetes
mellitus, and incorporate this knowledge to the models. Glu-
cose time series are divided into 4-hour non-overlapping slots
and clustered using the technique based on decision trees called
chi-square automatic interaction detection, to classify glucose
profiles into groups using two decision variables: day of the week
and time slot of the day. The objective is to customize models for
different glucose profiles that appear in the patient’s day-to-day.
Genetic programming models created with glucose values from
the original data-set are compared to those of models created
with classified glucose values. Significant differences (p-value <
0.05) and associations are observed between the glucose profiles.
In general, using classified glucose values in models created with
genetic programming, the accuracy of the predictions improves
in comparison with those of models created with the original
data-set. We concluded that the classification process can be use-
ful to correct and improve habits or clinical therapies in patients,
and obtain more accurate models through automatic learning
techniques and artificial intelligence.

CCS CONCEPTS
• Computing methodologies → Modeling methodologies;
Artificial intelligence; Ensemble methods; • Applied computing
→ Health informatics; Consumer health;
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1 INTRODUCTION
Diabetes Mellitus (DM) is a chronic disease of high prevalence
in the world population, which increases the morbidity and mor-
tality of people suffering from it and causes a significant deteri-
oration in the quality of life [13]. According to estimates from
the World Health Organization [7], 422 million adults worldwide
suffered from DM in 2014, compared to 108 million in 1980.

Diabetes is a group of diseases characterized by a high level
of glucose resulting from defects in the body’s ability to produce
or use insulin, a natural hormone that produces the pancreas,
necessary to convert sugar, carbohydrates and other foods into
the energy necessary for daily life. Insulin is prescribed to many
people with diabetes, either because their body does not produce
insulin (Type 1 Diabetes Mellitus T1DM) or because the body
does not produce enough insulin or the cells do not use it (Type
2 Diabetes Mellitus T2DM). T2DM is the most common type of
diabetes, while only 5 % of people have T1DM. With the help of
insulin therapy and other treatments, patients can learn how to
improve the control of their disease and have a long, healthy and
happy life.

T1DM is a chronic autoimmune disorder whereby the immune
system attacks the insulin-secreting cells of the pancreas. The
result is that the cells do not assimilate the sugar and, as a result,
there is an increase in blood glucose levels which is known as
hyperglycemia (blood glucose levels above 180 mд/dl). If this
situation lasts for a long period of time, the patient may develop
severe long-term complications, including heart disease, blind-
ness, kidney failure or foot ulcers [2, 8]. This disease can only
be treated with synthetic insulin injected into the bloodstream.
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However, this is not an easy task. An excessive dose of insulin
can cause hypoglycemia (defined as a blood glucose value less
than 70mд/dl ). If the hypoglycemia is severe (glucose less than
50 mд/dl), it can lead to loss of consciousness and a diabetic
coma.

For these reasons, diabetics must control blood glucose lev-
els throughout their lives, trying to keep them at normal levels,
similar to those of a subject who does not suffer from this dis-
ease. This is quite complicated, especially in patients with T1DM.
When patients are going to have a meal, they need to estimate the
units of insulin that will be injected so that, after the meal, glu-
cose levels remain within a healthy range. The estimate should
be made based on many factors, but mainly the patient should
know their glucose level at that time, and estimate the amount
of food consumed, usually measured in carbohydrate rations.
Therefore, the control of blood glucose in patients with T1DM
requires the prediction of future glucose values, values that de-
pend on the amount of food intake and insulin and/or glucagon.
From a scientific point of view, this process is complex and is not
clearly defined by the variables involved. Fortunately, the latest
advances in the field of glucose modeling allow the automation
of some parts of the process making the task easier for diabetic
patients.

This research is motivated by the challenge of accurately pre-
dicting future glucose levels so that an automated or manual
system can decide when and how much insulin to inject in order
to maintain blood sugar levels in a healthy range. At the same
time, it is imperative to avoid predictions that may trigger unnec-
essary treatments or, even worse, treatments that are harmful to
the patient.

The main objective of this research is to improve the pre-
dictions of glucose obtained with Genetic Programming (GP)
models. For this, we split the glucose time series into 4-hour
non-overlapping slots and cluster them using decision trees, as a
step previous to the generation of the prediction models. The aim
is to customize models for different glucose profiles that appear
in the patient’s day-to-day.

The rest of the paper is organized as follows. Section 2 explains
the state of the art. Section 3 describes the techniques used for
the modeling of glucose and for calculating the accuracy and
quality of the models obtained. Section 4 explains the data and
the methodology used. The experimental results are shown in
section 5. The conclusions and future work are discussed in
section 6.

2 STATE OF THE ART
A solution that has proven to be suitable for predicting glucose
levels is the use of algorithms based on Grammatical Evolution
(GE) [10]. However, one of the main obstacles that we found to
train GE models is the scarcity of significant amounts of data.
As in many other fields of medicine, the collection of data on
real diabetic patients is very complex. GE models trained with a
small data-set usually suffer from over-fitting and have limited
predictive power. To avoid this situation, in [27] it has been
proposed to increase the data records of glucose with synthetic
data with good results. Other comparisons have also been made

between techniques related to GE, such as GPwith strict selection.
However, the latter has a high execution time. Another solution
that works well is presented in [11] where models based on GP
are used to make predictions up to 120 minutes. Although there
are some classic approaches, there is still much work to be done
for predictions within a horizon of more than 60 minutes.

In [3], the authors propose an improved a method for pre-
dicting the patient’s blood glucose trend based on the minimal
model proposed in [25], where the parameters are obtained using
a genetic algorithm. Predictions are made for a 24-hour horizon.
Leading research groups on artificial pancreas have presented
other personalized control approaches [9, 12, 17, 20] that follow
the clinical practice. Some proposals provide models for the av-
erage case [21], and others for the particularities of each patient.
Several papers apply classical modeling techniques, resulting in
models or profiles defined by linear equations with a limited set
of inputs [15, 22].

A work on GP-based induction of a glucose-dynamics model
for telemedicine is presented in [6]. The work aims to create a
regression model that allows the determination of blood glucose
values from interstitial glucose in patients with T1DM, using it
in a telemedicine portal. Blood glucose values in the database are
expanded using the Steil-Rebrin model [26]. To make the most
accurate estimate, the parameters of this equation are adjusted
using an evolutionary algorithm with root mean square error as
the fitness function.

3 BACKGROUND
3.1 Chi-Square Automatic Interaction

Detection
Decision trees are techniques that explore the data to get hid-
den information. The objective under the construction of a de-
cision tree is to create a model to predict the value of a depen-
dent/objective variable on the independent/predictor variables
considered. The decision tree has three types of nodes, namely
the root node, the internal nodes and the terminal nodes, each
representing a class. Each path in the construction of the decision
tree is associated with a decision rule established by the algo-
rithm itself. Thus, according to the established rules, the data-set
is recursively divided into independent subsets of smaller data
(divisive algorithm). One of the widely used algorithms is CHAID
(CHi-square Automatic Interaction Detection) [14]. This algo-
rithm recursively partitions the data by means of a target variable
using multiple divisions between the different input variables. A
division must reach a threshold level of significance, using the
independence test χ2 between the nominal values of the target
variable and the branches, if not the node is not divided. The
Bonferroni setting is used for the number of categorical values
of the input variable, thus mitigating the bias towards entries
with many values. It also uses significance tests as the Gini index
to determine the number of branches. The search ends when
the algorithm can no longer join more branches or there are no
significant divisions. The last division is chosen as the solution.
Note that typically the last division is not the most significant
division examined.
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3.2 Symbolic Regression by Tree-Based
Genetic Programming

GP is a method for automated synthesis of computer programs
based on the concept of evolutionary computation [18]. It uses
principles of natural evolution and simulates natural selection,
breeding and random mutation to evolve a population of com-
puter programs starting from a randomly initialized population.
The objective is to find a computer program that solves a given
programming problem usually specified using a set of test cases
by simulating many generations. One task where genetic pro-
gramming has proven to be particularly effective is in symbolic
regression, where the objective is to identify a prediction model
for a real-valued target variable, and the model is represented as
a mathematical function. The structure of the model, as well as
its parameters, must both be determined by the solution method
to fit the given data-set.

The set of terminals uses the time series of glucose, insulin,
carbohydrates and constants. Each value is multiplied by a real
value weight that is initialized randomly using a Normal N dis-
tribution (µ = 1, σ = 1), and is randomly mutated by adding a
sampled value of N (µ = 0, σ = 0.05). Constants with real values
are initialized randomly using a uniform distribution U (-20.0,
20.0), and the constant mutation adds a sampled value of N (µ =
0, σ = 1.0).

The set of functions used are: {+, −, ∗, /, loд(x), exp(x)}, where
the protected variants of the functions division and logarithm
are used [18]. The models in the initial population are generated
using Probabilistic Tree Creator [19] with a limit to the maximum
depth and maximum number of nodes allowed for the trees. The
same depth and size restrictions are applied in the crossover and
mutation operations. The crossover uses a sub-tree crossover
operator. The mutation uses a variety of operators that replace
a complete subset of the tree with a tree initialized randomly,
or mutate all the nodes of the tree, or mutate only one node
of the selected tree in a random way. The mutation operator
selected randomly is executed after each crossover operationwith
a different mutation rate. A maximum number of generations
and parent’s proportion aptitude selection is used. The objective
function in all cases is calculated with R2 Pearson’s coefficient
of determination between the actual blood glucose values and
the values obtained with the model [16]. The selected prediction
models are linearly scaled to minimize the sum of the quadratic
errors between the real values and the results of the model. The
parameters of the GP were not tuned specifically for this task.
Robust standard configurations were applied.

The models in GP are generated using the time series of glu-
cose, insulin, and carbohydrates. In addition to these series, a set
of features described below are used.

Data are added in periods of time calculated using the follow-
ing equation:

mean(X , t , ranдe) =

∑
t ∈ranдe (Xt )

n
, ranдe ∈ [t1, ..., tn ] (1)

The objective is to reduce the number of values used to gen-
erate the models. For each time t the set of features F (t) that
describe the historical values Fhis of the time series (values of

glucose G, insulin I , and carbohydrates C) up to t , as well as the
future values Ffut of insulin and carbohydrates are defined as:

F (t) = Fhis(G, t) ∪ Fhis(I , t) ∪ Fhis(C, t)∪

Ffut(I , t) ∪ Ffut(C, t) ∪ {G, I ,C}
(2)

Fhis(X , t) = {mean(X , t , [−15, 0]),mean(X , t , [−30,−15]),
mean(X , t , [−45,−30]),mean(X , t , [−60,−45]),
mean(X , t , [−90,−60]),mean(X , t , [−120,−90]),

mean(X , t , [−150,−120]),mean(X , t , [−180,−150]),
mean(X , t , [−210,−180]),mean(X , t , [−240,−210])}

(3)

Ffut(X , t) = {mean(X , t , [0, 15]),mean(X , t , [15, 30]),
mean(X , t , [30, 45]),mean(X , t , [45, 60]),
mean(X , t , [60, 75]),mean(X , t , [75, 90]),

mean(X , t , [90, 105]),mean(X , t , [105, 120]),
mean(X , t , [120, 135]),mean(X , t , [135, 150]),
mean(X , t , [150, 165]),mean(X , t , [165, 180]),
mean(X , t , [180, 195]),mean(X , t , [195, 210]),
mean(X , t , [210, 225]),mean(X , t , [225, 240])}

(4)

3.3 Akaike Information Criterion
AIC (Akaike Information Criterion) [1] is a method used to mea-
sure the relative quality of models based on the entropy of in-
formation. It provides a relative estimate of the information lost
when a model is used to represent the process that generates the
data. The criterion is defined by the following equation:

AIC = n · log(SE + 1) + 2(m + 1) (5)
where n is the sample size,m is the number of model parameters
and SE is the residual quadratic error, which is defined by the
following equation:

SE =
n∑
i=1

(Xi − Yi )
2 (6)

where Xi is the actual value of the observable at sample i , and
Yi is the estimated value in the prediction.

The model that obtains the lowest AIC value is the model that
best represents the process that generates the data. When the
sample size is small, the following correction is used [5]:

AICc = AIC +
2(m + 1)(m + 2)

n −m − 2
(7)

3.4 Parkes Error Grid
Parkes error grid [23] was published in 2000 as an alternative to
Clarke error grid [4]. These methods were developed to calculate
the clinical accuracy of continuous blood glucose monitoring sys-
tems for the entire range of glucose values, using the differences
between the reference values and the values measured by the
measurement system. Analogously, it can be used to calculate
the differences between the values estimated in a prediction and
the current or reference values. The values are represented in
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a graph with cartesian coordinates where the X axis represents
the reference values and the Y axis the values of the prediction,
where Y = X is the ideal prediction. The special feature of this
representation is that the graph is divided into five zones de-
pending on the degree of accuracy of the glucose estimates. The
difference between the two methods lies in the definition of the
zones. In Parkes error grid the zones are redefined based on the
zones of Clarke error grid and in the limits established by 100
medical experts in diabetes in a survey carried out in the confer-
ence American Diabetes Association Meetings in June 1994. The
new zones are defined as follows:

• Zone A: glucose values without effect on clinical action.
The estimates are accurate.

• Zone B: glucose values with alteration of the clinical ac-
tion, or with little or no effect in the clinical treatment.

• ZoneC: glucose valueswith alteration of the clinical action
and with probability of effects in the clinical treatment.

• Zone D: glucose values with alteration of the clinical ac-
tion and with probability of having a significant medical
risk.

• Zone E: glucose values with alteration of the clinical action
and with probability of having dangerous consequences.

These definitions are more flexible than in Clarke error grid,
and allow the incorporation of expert knowledge to assign the
zones based on experience. In addition, this new method has
been introduced as an evaluation tool accepted in ISO15197:2013
[24] of requirements for blood glucose monitoring systems.

The objective is to maximize the predictions included in zones
A and B, and minimize the predictions included in zones C, D
and E.

4 METHODOLOGY
Fourteen patients with T1DM were selected on the data collec-
tion process. First, data collected from a group of four patients
with glucose measurements every five minutes using Continuous
Glucose Monitoring (CGM) was analyzed and recorded with the
intakes and carbohydrate estimates, as well as the insulin doses
injected by the patients. Furthermore, the study was extended to
ten new subjects with a greater number of records collected with
the same device, in order to increase the representation of the
results. At the moment of the submission, results with only one
of the patients is presented. The data-set contains 37854 obser-
vations distributed in 148 days. We expect to present a complete
study during the Workshop.

We compare two different methods. The first one is explained
in Figure 1 and is the motivation of this work.Wewill refer to this
approach as CHAID-GP-AIC in the rest of the paper. It consists
on three steps. The first step is to classify the glucose values in
the data-set with CHAID 1. In the application of the algorithm,
the original data-set is divided into two parts using stratified
random sampling. For the construction of the decision trees, a
maximum tree depth of 3, a minimum number of cases in the
parent node of 100 and 50 in the child node are selected. Glucose
values are used as the dependent variable, and the days of the
week and the different time slots as the independent variables.
1We use IBM SPSS predictive analysis software.

Figure 1: Flow diagram describing the creation process of
models based on CHAID-GP-AIC.

There are seven categories for the variable day of the week and
six categories for the variable time slot. The categories of the
variables are represented by letters and numbers as shown in
Table 1. Once the classification is obtained, the groups of glucose
values are selected as training data-sets.

Table 1: Codes for the variables day of the week and time
slot.

day of the week identifier
Monday M
Tuesday T
Wednesday W
Thursday R
Friday F
Saturday S
Sunday U

time slot identifier
00:00h-04:00h 0
04:00h-08:00h 1
08:00h-12:00h 2
12:00h-16:00h 3
16:00h-20:00h 4
20:00h-24:00h 5

The second step is to create GP models for the different data-
sets obtained in the previous step. Each model is generated using
the open source software HeuristicLab version 3.3.15 [28]. The
parameters selected for each model are the same. A population
size of 1500 individuals, a maximum tree depth of 11, a maximum
number of generations and a maximum number of nodes of 100,
and a mutation rate of 0.15 are selected. We obtain models for
future glucose values at intervals of 30 minutes for a maximum
of 4 hours (time horizons at 30, 60, 90, 120, 150, 180, 210 and 240
minutes). Cross-validation of 10 iterations is used to create the
models (10-fold Cross-Validation), where each iteration is repeated
10 times.

The final step is to select the best model of the 10 repetitions
by the AIC criterion (the best model is the model with the lowest
AIC value). We select one model for each time horizon and fold.

The second method is explained in Figure 2 and correspond
with previous approaches. We will refer to this approach as GP-
AIC in the rest of the paper and needs only the last two of the
previous steps.

Both methods are compared in terms of Parkes error grid to
evaluate the accuracy of the predictions for each time horizon.
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Figure 2: Flow diagram describing the creation process of
models based on GP-AIC.

5 EXPERIMENTAL RESULTS
The mean, standard deviation and percentages of time where the
patient has glucose levels below 70 [mg/dl], above 250 [mg/dl],
and in the range [70, 180] [mg/dl] known as time in range are
shown in Table 2. The patient has a high standard deviation and
the percentage in range above 250 [mg/dl]] is higher than the
percentage in range below 70 [mg/dl]]. This is normal in diabetic
patients due to the disease and diabetes control.

Table 2: Features of glucose values where mean is the av-
erage glucose, std is the standard deviation, and T_G is
the percentage of time that the glucose values are in each
range (< 70 [mg/dl], > 250 [mg/dl] and [70, 180] [mg/dl] or
time in range).

mean std T_G<70 T_G>250 T_G[70,180]
[mд/dl] [mд/dl] [%] [%] [%]
157.67 62.25 4.48 7.31 37.57

Table 3 shows the results obtained with the CHAID algorithm.
The final depth of the tree is 2, the number of nodes is 33, and
the number of terminal nodes is 23. The first predictor (variable)
used in the construction of the tree is the day of the week and
the second is the time slot. Significant differences are observed
in the glucose profiles classified for each of the categories of
the independent variables. In the first level groups are made by
the day of the week. There are four different glycemic patterns;
one for Tuesday, another for Thursday, another for Friday and
one for Monday-Wednesday-Saturday-Sunday, where the lowest
value of average glucose is for Friday (163.53±58.06 [mд/dl]) and
the highest is for Tuesday (179.01±55.61 [mд/dl]). In the second
level groups are made by time slots. The colors separate the size
of the groups at this level. It should be noted that glucose values
on Friday usually have two different behaviors, one for the time
period [20:00h-04:00h] and another for the rest of the day.

Associations are also observed in the glucose profiles between
the categories of the independent variables. Associations for the
variable day of the week are formed by two, three and up to
four categories. The same happens for the associations found in
the variable time slot. The most common combinations for the
variable day of the week are of one category. The least common
ones are with four categories. The most common combination in
the variable time slot is of one category. The least common are

with three categories and four, although there are many more
associations in time slots than in days of the week.

Next, we analyze the accuracy of the GP models using Parkes
error grid under the assumption that the best model obtains
a higher percentage of values in zone A+B, and a lower per-
centage of values in zones C, D, and E. This assumption is a
consequence of the meaning of the zones (see section 3.4). Ta-
ble 5 presents the results. GP models created with GP-AIC are
represented as GP , and the average percentage of GP models
created with CHAID-GP-AIC are represented as Avд. The rest of
the acronyms represent GP models created with CHAID-GP-AIC.

In general, the accuracy of predictions is better for shorter
time horizons and gradually gets worse as the time horizon in-
creases from 30 to 240 minutes. Note that in most of the cases,
the percentage of values in zone E is null (only 13 out of 128 cases
are not null). This is preferable since the predictions being likely
to have dangerous consequences in the treatment of patients are
avoided. Remarkably, modelT 01with time horizon of 30 minutes
has an 100 % accuracy; all the predictions are in zone A+B.

In predictions with time horizons at 30, 60 and 90 minutes,
T01 has the best results. For the rest of the time horizons (120,
150, 180, 210 and 240 minutes), R0 has the best results. Note that
models created with glucose values classified in categories with
fewer elements obtained the best results.

A comparison between GP-AIC and CHAID-GP-AIC is made
in Figure 3 and Figure 4. The ratio of predictions in zone A+B for
the different clusters of data are shown in Figure 3. It is observed
that in 11 out of 15 cases, models created with CHAID-GP-AIC
are more accurate ( 8 out of 15) or at least of equal accuracy (3
out of 15 ) than models created with GP-AIC. Moreover, in 4 cases
(MWSU 01, T 01, R0 and F05) CHAID-GP-AIC predictions are the
best for all time horizons. Figure 4 shows the ratio between the
values obtained in zone A+B for the time horizons of models
created with CHAID-GP-AIC and GP-AIC. For all time horizons,
except 120 and 150 minutes, CHAID-GP-AIC models are more
accurate, although a deeper study is necessary.

The execution times of the models are shown in Table 4. Note
that the execution times are similar for all models except GP ,
where it is an order of magnitude higher than the others. Thus,
the models created with CHAID-GP-AIC are faster than models
created with GP-AIC (GP ). This is logical because models with
fewer observations are faster than models with more observa-
tions. All the algorithms are executed using an Intel (R) Core
(TM) i7 5820k with 64 GB of RAM (DDR4) in Windows 7 64 bits
at 3.30 GHz.

6 CONCLUSIONS AND FUTUREWORK
Significant differences (p-value < 0.05) and associations are ob-
served between the glucose profiles classified using the indepen-
dent variables day of the week and time slot. The accuracy of
predictions with models created with GP is better for shorter time
horizons and gradually gets worse as the time horizon increases
from 30 to 240 minutes. In the majority of cases, the percentages
of values in zone E are null, avoiding dangerous consequences
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Table 3: Results obtained with the CHAID algorithm for the groupings obtained with different days and time slots. mean
is the average glucose, std is the standard deviation, and T_G is the percentage of time that the glucose values are in each
range (< 70 [mg/dl], > 250 [mg/dl] and [70, 180] [mg/dl] or time in range). The colors in the time slot represent the number
of elements in the group: blue represents groupings of 1 element, green grouping of 2, yellow 3 and red 4.

mean std T _G<70 T _G>250 T _G[70,180] day of the week time slot
[mд/dl ] [mд/dl ] [%] [%] [%]
170.62 61.36 2.22 10.45 57.56 MWSU 01 2 3 4 5
179.01 71.15 0.65 13.65 55.61 T 01 24 3 5
167.22 61.34 1.47 9.81 61.28 R 0 123 4 5
163.53 58.06 2.40 8.43 62.55 F 05 1234

Figure 3: Ratio of models with better predictions (higher
values in zone A+B) for the different clusters of data. Dark
gray segments indicate that the best prediction is made
by CHAID-GP-AIC while light gray means a better model
from GP-AIC.

Figure 4: Ratio of models with better predictions (higher
values in zone A+B) for the different time horizons. Dark
gray segments indicate that the best prediction is made
by CHAID-GP-AIC while light gray means a better model
from GP-AIC.

Table 4: Average execution times by model.

model GP MWSU T R F
time [sec] 391.86 67.91±16.77 36.05±3.26 37.04±6.80 50.48±14.07

in the treatment of patients. It is significant that there is a 100 %
accuracy in one of the models where all predictions are in zone
A+B. In general, using classified glucose values in models created
with traditional GP, the accuracy of the prediction of the glucose
values improves in comparison with models created with the
original data-set.

Significant differences found in the classification process can
be useful to correct and improve habits or therapies in patients,
and obtain more accurate models through automatic learning
techniques and artificial intelligence. The results obtained will
facilitate the mathematical modeling of glucose, and can be used
for the creation of an individualized classifier for each patient,
that classifies the glucose profiles according to the variables day
of the week and time slot. Using this classifier, the glucose values
of the patient can be forecast knowing the day of theweek and the
time slot, obtaining more accurate models. During the workshop,
we will present results for more patients.
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Table 5: Predictions (in percentage) in the evaluation phase obtained for the different zones with Parkes error grid for all
time horizons. Color blue in zone A+B is used to represents the percentage of models created with GP-AIC, green values
indicates that CHAID-GP-AIC is better while red represents worst models. Bold text highlights the best value.

t+30 t+60

model A+B A B C D E A+B A B C D E
GP 95.14 65.09 30.05 4.22 0.64 0.00 94.70 59.28 35.42 4.79 0.51 0.00
MWSU 01 96.83 76.05 20.78 2.64 0.53 0.00 98.96 82.53 16.43 0.97 0.07 0.00
MWSU 2 98.96 83.45 15.51 1.05 0.00 0.00 95.23 65.40 29.83 4.66 0.11 0.00
MWSU 3 99.06 77.18 21.88 0.94 0.00 0.00 95.83 59.50 36.33 4.09 0.08 0.00
MWSU 4 92.56 54.73 37.83 6.79 0.61 0.03 92.24 52.91 39.33 7.11 0.64 0.00
MWSU 5 93.26 56.05 37.21 6.52 0.22 0.00 90.03 48.62 41.41 8.98 0.99 0.00
T 01 100.00 93.42 6.58 0.00 0.00 0.00 99.73 84.97 14.76 0.27 0.00 0.00
T 3 99.65 81.98 17.67 0.35 0.00 0.00 96.16 59.42 36.74 3.84 0.00 0.00
T 5 90.22 50.22 40.00 8.20 1.57 0.00 91.01 52.81 38.20 7.75 1.24 0.00
T 24 93.17 61.81 31.36 6.78 0.06 0.00 96.89 65.82 31.07 3.11 0.00 0.00
R0 99.65 88.12 11.53 0.35 0.00 0.00 99.53 70.82 28.71 0.47 0.00 0.00
R4 95.06 72.26 22.80 4.19 0.75 0.00 97.42 70.00 27.42 2.47 0.11 0.00
R5 96.04 58.13 37.91 3.19 0.77 0.00 97.47 68.46 29.01 2.53 0.00 0.00
R123 95.47 66.98 28.49 4.09 0.43 0.00 98.14 77.54 20.60 1.55 0.30 0.00
F 05 99.38 86.07 13.31 0.62 0.00 0.00 97.30 73.26 24.04 2.70 0.00 0.00
F 1234 97.69 79.44 18.25 2.09 0.23 0.00 95.59 61.72 33.87 3.67 0.73 0.00
Avд 96.47 72.39 24.07 3.19 0.34 0.00 96.10 66.25 29.85 3.61 0.28 0.00

t+90 t+120

GP 94.44 60.23 34.21 5.05 0.50 0.01 94.62 55.47 39.15 5.11 0.28 0.00
MWSU 01 97.10 68.64 28.46 2.70 0.20 0.00 96.43 59.50 36.93 3.14 0.43 0.00
MWSU 2 92.54 52.68 39.86 6.84 0.62 0.00 88.62 39.83 48.79 10.71 0.68 0.00
MWSU 3 89.97 44.89 45.08 9.53 0.50 0.00 87.05 38.51 48.54 11.44 1.52 0.00
MWSU 4 91.93 54.68 37.25 6.84 1.20 0.03 95.40 64.22 31.18 4.33 0.27 0.00
MWSU 5 95.06 58.90 36.16 4.59 0.36 0.00 94.17 50.55 43.62 5.69 0.11 0.03
T 01 98.98 77.11 21.87 0.96 0.05 0.00 97.71 71.93 25.78 2.25 0.05 0.00
T 3 95.24 47.33 47.91 4.77 0.00 0.00 93.49 43.49 50.00 6.51 0.00 0.00
T 5 98.20 74.27 23.93 1.57 0.22 0.00 96.96 56.85 40.11 2.92 0.11 0.00
T 24 94.35 60.11 34.24 5.54 0.11 0.00 92.38 54.24 38.14 7.40 0.23 0.00
R0 98.94 70.00 28.94 1.06 0.00 0.00 97.76 67.88 29.88 2.24 0.00 0.00
R4 94.09 54.09 40.00 5.91 0.00 0.00 93.01 48.28 44.73 6.88 0.11 0.00
R5 95.17 52.86 42.31 4.84 0.00 0.00 93.29 47.36 45.93 6.15 0.55 0.00
R123 96.16 57.67 38.49 3.53 0.30 0.00 93.50 48.84 44.66 6.16 0.34 0.00
F 05 97.64 64.16 33.48 2.36 0.00 0.00 95.28 57.13 38.15 4.04 0.67 0.00
F 1234 92.77 46.84 45.93 6.05 1.19 0.00 88.67 39.86 48.81 9.01 1.81 0.51
Avд 95.21 58.95 36.26 4.47 0.32 0.00 93.58 52.56 41.02 5.92 0.46 0.04

t+150 t+180

GP 92.54 47.75 44.79 6.56 0.89 0.02 91.02 43.83 47.19 8.11 0.87 0.00
MWSU 01 95.07 53.39 41.68 4.14 0.80 0.00 92.64 48.65 43.99 6.50 0.86 0.00
MWSU 2 81.18 39.15 42.03 17.46 1.27 0.08 87.21 39.44 47.77 11.95 0.85 0.00
MWSU 3 87.65 38.70 48.95 10.64 1.71 0.00 91.55 43.70 47.85 7.49 0.97 0.00
MWSU 4 93.93 54.95 38.98 5.61 0.45 0.00 93.74 51.55 42.19 6.02 0.24 0.00
MWSU 5 91.76 45.77 45.99 7.96 0.25 0.03 88.73 39.53 49.20 10.75 0.52 0.00
T 01 96.42 66.63 29.79 3.42 0.16 0.00 93.48 64.01 29.47 6.26 0.27 0.00
T 3 92.33 42.33 50.00 7.67 0.00 0.00 91.16 41.74 49.42 8.84 0.00 0.00
T 5 93.03 49.10 43.93 6.97 0.00 0.00 92.81 48.09 44.72 6.74 0.45 0.00
T 24 89.49 50.73 38.76 10.45 0.06 0.00 90.06 45.03 45.03 9.89 0.06 0.00
R0 98.12 65.65 32.47 1.88 0.00 0.00 97.89 62.24 35.65 2.12 0.00 0.00
R4 92.15 49.68 42.47 7.85 0.00 0.00 92.04 49.46 42.58 7.31 0.65 0.00
R5 94.29 44.40 49.89 4.84 0.88 0.00 91.76 42.31 49.45 4.62 3.63 0.00
R123 82.24 35.52 46.72 14.74 2.76 0.26 89.35 37.54 51.81 9.48 1.08 0.09
F 05 95.56 50.00 45.56 3.60 0.84 0.00 96.46 45.39 51.07 2.92 0.62 0.00
F 1234 91.44 39.24 52.20 6.95 1.61 0.00 91.58 39.04 52.54 7.57 0.85 0.00
Avд 91.64 48.35 43.29 7.61 0.72 0.02 92.03 46.51 45.52 7.23 0.74 0.01

t+210 t+240

GP 90.21 41.16 49.05 8.69 1.10 0.00 89.87 39.85 50.02 9.01 1.12 0.00
MWSU 01 92.54 45.09 47.45 6.16 1.30 0.00 90.35 41.65 48.70 7.96 1.69 0.00
MWSU 2 88.30 41.44 46.86 10.68 1.02 0.00 88.08 40.42 47.66 10.48 1.44 0.00
MWSU 3 89.78 44.03 45.75 9.36 0.86 0.00 90.72 45.33 45.39 8.45 0.83 0.00
MWSU 4 91.85 46.58 45.27 7.49 0.64 0.03 90.29 43.85 46.44 8.80 0.91 0.00
MWSU 5 89.40 39.34 50.06 10.08 0.52 0.00 89.42 43.59 45.83 10.00 0.58 0.00
T 01 91.88 59.79 32.09 7.70 0.43 0.00 90.85 53.26 37.59 8.66 0.48 0.00
T 3 92.56 43.14 49.42 6.74 0.70 0.00 88.37 43.37 45.00 11.63 0.00 0.00
T 5 94.83 45.17 49.66 4.27 0.90 0.00 92.02 45.39 46.63 7.30 0.67 0.00
T 24 90.96 40.90 50.06 8.93 0.11 0.00 89.66 43.28 46.38 10.23 0.11 0.00
R0 98.47 57.88 40.59 1.53 0.00 0.00 98.71 56.12 42.59 1.29 0.00 0.00
R4 93.12 51.51 41.61 6.67 0.22 0.00 95.70 52.26 43.44 4.30 0.00 0.00
R5 94.18 41.21 52.97 3.74 2.09 0.00 95.39 43.30 52.09 4.62 0.00 0.00
R123 75.99 27.89 48.10 20.99 2.97 0.04 89.70 39.66 50.04 9.40 0.60 0.30
F 05 95.51 40.73 54.78 3.48 1.01 0.00 95.51 40.34 55.17 3.54 0.96 0.00
F 1234 89.63 39.01 50.62 8.28 2.09 0.00 90.03 40.48 49.55 8.84 1.13 0.00
Avд 91.27 44.25 47.02 7.74 0.99 0.00 91.65 44.82 46.83 7.70 0.63 0.02
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