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ABSTRACT
MicroRNAs (miRNA) play an important role in various biological
process by regulating gene expression. Their abnormal expression
may lead to cancer. Therefore, analysis of such data may discover
potential biological insight for cancer diagnosis. In this regard, re-
cently many feature selection methods have been developed to
identify such miRNAs. These methods have their own merits and
demerits as the task is very challenging in nature. Thus, in this arti-
cle, we propose a novel wrapper based feature selection technique
with the integration of Rough and Fuzzy sets, Random Forest and
Particle Swarm Optimization, to identify putative miRNAs that can
solve the underlying biological problem effectively, i.e. to separate
tumour and control samples. Here, Rough and Fuzzy sets help to ad-
dress the vagueness and overlapping characteristics of the dataset
while performing clustering. On the other hand, Random Forest is
applied to perform the classification task on the clustering results
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to yield better solutions. The integrated clustering and classifica-
tion tasks are considered as an underlying optimization problem
for Particle Swarm Optimization method where particles encode
features, in this case, miRNAs. The performance of the proposed
wrapper based method has been demonstrated quantitatively and
visually on next-generation sequencing data of breast cancer from
The Cancer Genome Atlas (TCGA). Finally, the selected miRNAs
are validated through biological significance tests. The code and
dataset used in this paper are available online1.
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1 INTRODUCTION
MicroRNAs (miRNA) are small non-coding molecules of single-
stranded RNA, 22-25 nucleotide long. MicroRNAs (miRNAs) bind
1http://www.nitttrkol.ac.in/indrajit/projects/mirna-pso-rfcm-rf-berastcancer/
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partially with complementary sites in target messenger RNAs (mR-
NAs) and thus regulate gene expression of animals and plants,
where dysregulation causes tumor formations [8]. MicroRNAs are
also found to have important roles in other diseases like diabetes
[2], infectious disease [22], various neurodegenerative disorder [11].
In recent decade, various analytical processes have been studied on
miRNA. Those are identifying set of miRNAs derived from common
primary transcripts [21], co-expression analysis between neighbour-
ing miRNAs [4], prediction of miRNA targets [10] and specificity of
miRNA in particular tissue [23]. Individual miRNA can target many
mRNAs based on sequence complementarity. However, a signifi-
cant fraction of these interactions may depend on cell type, context
[3] and also on the binding of additional co-factors [12]. Moreover,
a smaller subset of target interactions actually cause tumour de-
velopment. Therefore, it is important to identify the potential set
of miRNAs, which is very challenging task. Therefore, analysis
of miRNAs in various aspects has become major focused area of
research in recent decades. Recent studies reveal that some miRNAs
are differently expressed in both normal and cancerous tumour tis-
sues of all types. Additionally, it is also seen that some miRNAs are
differently expressed in specific tumour tissue. So, it suggests that
there might be any link between miRNAs and oncogenesis. Also,
diagnosis of cancer might be possible from onco-miRNA signature.
Therefore, in addition to wet laboratory experiments, computa-
tional methods can also be useful to detect onco-miRNA signature
and an alternative method for medical diagnosis. In this regards,
different machine learning techniques like K-Nearest Neighbour
(K-NN) [1], Support Vector Machine (SVM) [7], Decision tree (DT)
[20], Naive Bayesian classifier (NB) [9] etc. are used for analysis.
However, performance of these heterogeneous methods depends
very much on the selection of features. This fact motivated us to
propose a novel method for identifying potential set of features.

In this regard, it is important to address inherent vagueness, un-
certainty and overlapping characteristics within the dataset. Fuzzy
C-Means (FCM) [5] using Fuzzy set theory can handle overlap-
ping characteristics. However, it is very sensitive to noisy data.
Thus, variants of FCM [16, 19] have been developed for the same to
handle subtle vagueness and uncertainty by incorporating Rough
set theory [18] and known as Rough Fuzzy C-Means (RFCM) [16].
According to Rough set theory, a point can either belong to a partic-
ular cluster with membership value 1 or to the boundary region of
multiple clusters. The boundary region is considered as overlapping
region of more than one clusters. Hence, we have used both Rough
and Fuzzy set theories together to handle vagueness, uncertainty
and overlapping characteristics of the dataset. However, Rough
Fuzzy integrated technique yields clusters having set of crisp and
rough points. Therefore, to get better clustering results, well-known
machine learning method called Random Forest (RF) [6] is applied
on rough points after being trained on crisp points. The integrated
clustering (RFCM) and classification (RF) tasks are considered as
an underlying optimization problem for Particle Swarm Optimiza-
tion (PSO) [14] in order to identify potential set of features, in this
case miRNAs, to perform better separation of tumour and control
samples. Here PSO encodes miRNAs as elements of a particle. The
proposed wrapper based technique is abbreviated as PSO-RFCM-RF.

The publicly available Breast Invasive Carcinoma (BRCA) dataset2
is used to demonstrate the performance of proposed method. The
breast cancer is believed to be most widely diagnosed cancer type
and mostly found within female population. In female body, it
mostly begins in cells of the lobules which are known as milk-
producing glands. Thereafter, it might get spread outside milk ducts.
Unlike non-invasive, invasive cancers grow into healthy tissues.
Sometimes, both non-invasive and invasive cancers are found in
same specimen. Even today, the exact cause for this cancer is not
fully known, whereas, the proper analysis of various biomolecules
may bring more insights. Thus, the analysis of miRNA expression
and its proper selection may help to achieve that goal. In this regard,
the proposed PSO-RFCM-RF is used and the selected miRNAs are
validated quantitatively as well as through biological significance
tests.

2 EVOLUTIONARY ROUGH FUZZY
INTEGRATED MACHINE LEARNING
TECHNIQUE

This section describes the proposed wrapper based feature selection
technique.

Algorithm 1 Steps of the RFCM
Input:

X , the dataset
η, the fuzzy exponent
ϵ , a small real threshold value between [0,1]
K , the number of cluster
fLW , relative weight for lower approximation of rough clustering, 0 < fLW < 1

Output: [µ]where, 1 ≤ l ≤ K and 1 ≤ i ≤ n

1: Select random K points from dataset as K cluster means
2: repeat
3: Compute µl i for all n points using Equation 3
4: Compute the difference between highest two computed membership, µl i of

each and every n data points
// Let µl i and µhi , highest and second highest computed membership values of xi

among all K clusters, where 1 ≤ l, h ≤ K and h , l

5: Compute the value of threshold ∆
// ∆ is the mean of (µl i − µhi ), ∀i = 1, 2, . . . , n

6: if (µl i − µhi ) > ∆ then
7: µl i ← 1, µhi ← 0 ∀h = 1, 2, . . . , K and h , l

// xi is exactly classified to B(Cl ), also to B(Cl ) as per RST
8: else
9: Keep µhi unchanged ∀h = 1, 2, . . . , K

// xi can belong toUpper Approximation of multiple clusters. Hence, xi
belong to B(Cl ) and B(Ch )

10: end if
11: Compute new mean with the help of Equation 4
12: until |Current JRFCM − Previous JRFCM | ≤ ϵ
13: return [µ]where, 1 ≤ l ≤ K and 1 ≤ i ≤ n

The proposed clustering and classification integrated wrapper
based feature selection technique uses Rough and Fuzzy sets to
cluster a dataset X = {xi | 1 ≤ i ≤ n}. The steps of clustering
are described in Algorithm 1, where it produces crisp and rough
sets of points. Crisp set of points are crisply classified into lower
approximation region whereas rough points belong to boundary
region of multiple clusters. According to Rough set theory [18],
lower approximation (B(X )) and upper approximation (B(X )) are

2https://cancergenome.nih.gov/
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Algorithm 2 Steps of RFCM-RF
Input:

X , the dataset
η, the fuzzy exponent
ϵ , a small real threshold value between [0,1] used to terminate RFCM
K , the number of cluster
fLW , relative weight for lower approximation of rough clustering, 0 < fLW < 1
T, Number of tree for RF

Output: F , the final class label vector of X

1: Using Algorithm 1 produce crisp dataset, L = {xi ∈ B(Cl ) | 1 ≤ l ≤ K and 1 ≤
i ≤ n } and corresponding cluster label vector, λ1

2: Classify L∗ = (X − L) using RF, trained by L and λ1 to get label vector, λ2
3: Combine λ1 and λ2 to get final cluster label vector, F , where F should be in order

of X
4: return F

defined in Equation 1, where U is non-empty set called universe
and B determines the equivalence or indiscernibility relation. An
indiscernibility class containingx is denoted asB(x). The difference
between upper and lower approximation regions, (i.e., BN (X ) =
B(X ) − B(X )), is called boundary region of X . If BN (X ) is empty
then X is called crisp set of points, otherwise it is called as rough
set of points.

B(X ) =
⋃
x ∈U
{B(x)|B(x) ⊆ X }; B(X ) =

⋃
x ∈U
{B(x)|B(x) ∩ X , ϕ}

(1)
Algorithm 1 optimises the objective function as defined in Equa-
tion 2.

JRFCM =


fLW × A + fBN × B, i f B(Cl ) , ∅,BN (Cl ) , ∅
A, i f B(Cl ) , ∅,BN (Cl ) = ∅
B, i f B(Cl ) = ∅,BN (Cl ) , ∅

(2)

A =

K∑
l=1

∑
xi ∈B(Cl )

(µl i )
η D(cl ,xi ); B =

K∑
l=1

∑
xi ∈BN (Cl )

(µl i )
η D(cl ,xi )

µl i =
1∑K

h=1(
D(cl ,xi )
D(ch,xi )

)
2

η−1
;

K∑
l=1

µl i = 1 for 1 ≤ l ≤ K ; 1 ≤ i ≤ n,

(3)
where, Cl is lth cluster and D(cl ,xi ) measures Euclidean distance
of the point, xi from the center of cluster, cl ∈ Cl . η is weighting
coefficient while µl i as defined in Equation 3 represents the fuzzy
membership value or the degree of belongingness of the ith point
to the lth cluster. According to rough set theory, the degree of
belongingness of the points is 1 for a particular cluster within lower
approximation region. Therefore, Equation 2 can be rewritten as
A =

∑K
l=1

∑
xi ∈B(Cl ) D(cl ,xi ). The cluster center is updated by

Equation 4.

cl =



fLW × GLW + fBN × GBN ,
i f B(Cl ) , ∅,BN (Cl ) , ∅

GLW , i f B(Cl ) , ∅,BN (Cl ) = ∅

GBN , i f B(Cl ) = ∅,BN (Cl ) , ∅

(4)

where,

GLW =

∑
xi ∈B(Cl ) xi

| B(Cl ) |
; GBN =

∑
xi ∈BN (Cl ){(µl i )

η }xi∑
xi ∈BN (Cl ){(µl i )

η }

However, using RFCM, it is difficult to determine the definite be-
longingness of rough points in a particular cluster. Thus, Random
Forest (RF) is used to classify those rough points with the help
of crisp points that are used to train the RF. It refines the perfor-
mance of the clustering. The steps of RFCM-RF are described in
Algorithm 2. Furthermore, the RFCM-RF is considered as an op-
timization problem for Particle Swarm Optimization (PSO) while
identifying the potential set of features, in this case miRNAs. Here
PSO is used as a global optimizer to achieve the optimal solution,
in this case, the set of miRNAs while performing clustering and
classification tasks in integrated fashion, i.e. RFCM-RF. The method
is described in Algorithm 3.

Algorithm 3 Steps of PSO integrated RFCM-RF
Input:

X , the dataset
η, the fuzzy exponents
ϵ , a small real threshold value between [0,1] used to terminate RFCM
K , the number of cluster
fLW , relative weight for lower approximation of rough clustering, 0 < fLW < 1
T, Number of tree for RF
Npar , Number of particles
Nit r , Number of iteration for PSO
L, Length of particle
α , Inertia weight ∈ [0.5, 1]
β1, β2 , Cognitive and Social constant

Output: Sbest , Best feature subset

1: X̂ ← Preprocess(X )
2: P(t ) ← InitalPopulation(X̂ , Npar , L)
3: for i = 1 to Nit r do
4: [Plbest

(t ), Pдbest
(t )] ← F itnessRFCMRF (X̂ , P(t ))

5: V(t+1) ← V elocity(P(t ), V(t ), Plbest
(t ), Pдbest

(t )) // using Equation 5
6: P(t+1) ← Posit ion(V(t+1), P(t )) // using Equation 6
7: Sbest ← Best F eatueSet (P(t ), Pдbest

(t ))

8: end for
9: return Sbest

PSO works with a population of candidate solution called Swarm
where candidate solutions are represented as particles (Pj , where
j = 1, 2, . . . ,Npar and Npar is number of particles). Element of
each such particle is composed of position and length (L). The
movement of a particle is tracked by updating velocity (Vj ) and
position as defined in Equation 5.

Vj
(t+1) = α×Vj

(t )+β1×(Plbest
(t )−Pj

(t ))+β2×(Pдbest
(t )−Pj

(t ))

(5)
Pj
(t+1) = Pj

(t ) +Vj
(t+1) (6)

Where, t is time of different iterations, α is the inertia weight ∈
[0.5, 1], β1 is cognitive constant and β2 is social constant. Moreover,
Plbest and Pдbest represent local best particle of current iteration
and global best particle till current iteration respectively. PSO algo-
rithm terminates after fix number of iterations. In InitialPopulation
step, a particle is prepared after random selection of elements (in
this case miRNAs) from pre-processed dataset. The encoded particle
is then used to compute fitness using objective function mentioned
in Algorithms 1 and 2. The fitness value ranges from 0 to 100 where,
higher value denotes better result. Based on fitness value, local and
global best particles are identified to update theVelocity. Thereafter,
new position of the particle is computed using updated velocity. Fi-
nally, the algorithm gets terminated after a fix number of iterations
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producing the optimal feature set. The entire process is run for 50
times in our experiment.
The proposed technique, PSO-RFCM-RF is random in nature, which
has a probability of having false positive or false negative while
selecting miRNAs. To reduce this probability of false positive or
false negative, PSO-RFCM-RF is executed for 50 times followed
by ranking of miRNAs based on occurrence in 50 different sets of
features. Maximum number of occurrence of any miRNAs over 50
runs indicates that it is significant for producing the better fitness
value by reducing error while assigning points to a cluster. After
50 runs, PSO-RFCM-RF ensures that miRNAs are ranked according
to their occurrence and finally set of miRNAs are selected from
sorted list. Here the number of runs is an important factor for reduc-
ing false negative. Mathematically, it has been found that 50 runs
are sufficient to reduce false negative. Suppose, at each run, PSO-
RFCM-RF selects random S = 10 miRNAs from the entire collection
of miRNAs, D and the total number of runs = R. For i = 1, 2, . . . ,D,
let Vi is the Bernouilli distributed indicator variable where Vi =1 if
miRNA,mi never gets selected. The probability of selectingmi in
a single run is = S/D and probability that it does not get selected
is = (1 - S/D). Hence the expectation of Vi can mathematically be
defined as in Equation 7.

E[Vi ] = Pr (Vi ) = (1 −
S

D
)R (7)

Let us assume, V =
∑D
i=1 Vi is the random variable which counts

the number of miRNAs that do not belong to the final set of the
miRNAs at least once. By linearity relation of the expectation, Equa-
tion 8 can be written as below.

E[V] =
D∑
i=1
E[Vi ] = D ∗ (1 −

S

D
)R (8)

Therefore, it can be written that,

E[(D − V)] = D − E[V] (9)

Substituting the parameters S,R andDwith the values as 10, 50 and
244 respectively, the expected number of miRNAs reported at least
once after 50 runs is 212 and the expected number of new miRNAs
added in a further iteration is 1. However, in our experiment, the
sorted number of miRANs is 60. Hence, it is proved that 50 runs are
sufficient to get a stable set of miRNAs to reduce the probability
of false negative. This justifies the process of selection of miRNAs
and determining 50 runs in the proposed technique.

3 COMPLEXITY ANALYSIS
3.1 Space Complexity Analysis
PSO-RFCM-RFmostly needs space to store data, population, centers
of theK clusters, fuzzy membership matrix and fitness value of each
particle of population. Additional space is required for processing
of RF. Therefore, overall space complexity can be computed as
O(nm + Km + Kn + Tnm + KmNpar ). After simplifying, the worst
case space complexity is O(n2) when n =m.

3.2 Time Complexity Analysis
Worst case time complexity of PSO-RFCM-RF mainly depends on
two parts, (a) time to compute objective function, which is time

complexity of RFCM-RF and (b) time required for standard PSO algo-
rithm. For first part, majority of the time, RFCM-RF spends on com-
putation of fuzzymembershipmatrix, searching for two highest two
membership values, computation of centers of each cluster and addi-
tionally for RF processing. Considering all these activities, the over-
all time complexity can be derived as O(4Knm + Kn + Tnmloд(n)).
For second part, PSO takes time overall asO(nloд(n)Npar ) for each
iteration. Therefore, time complexity of PSO-RFCM-RF can be con-
sidered as O(4Knm + Kn + Tnmloд(n)) + nloд(n)Npar . After sim-
plification, worst case time complexity is O(n2), when n =m, for
single iteration.

Table 1: Statistics of Patients in BRCA data

Data Category Number of Patients Avg. Age of Patient Avg. days to followup
(in years)

Tumour 762 57.98 1288.29
Control 87 58.64 835.17

Table 2: Top 10 miRNAs with their up/down regulation, p-
value and PubMed ID

miRNA Regulation
(Up/Down) p-value PubMed ID

hsa-mir-139 Down 1.92e-50 26497851
hsa-mir-21 Up 3.25e-49 29552160
hsa-mir-183 Up 4.17e-47 26170234
hsa-mir-96 Up 7.57e-47 24366472
hsa-mir-486 Down 3.36e-41 25027758
hsa-mir-10b Down 1.43e-47 16103053
hsa-mir-145 Down 1.49e-46 25124875
hsa-mir-144 Down 4.87e-32 29387244
hsa-mir-15a Up 5.23e-20 28979704
hsa-mir-182 Up 8.31e-44 19574223

Table 3: Results produced by different feature selection
methods using 10-folds cross-validation on BRCA data

Methods Accuracy Precision Sensitivity Specificity F-measure
(%) (%) (%) (%) (%)

PSO-RFCM-RF 93.25 89.35 93.02 93.35 91.15
SNR-RF 76.39 84.21 78.98 74.00 74.39
t-test-RF 76.82 84.64 79.41 74.43 74.82
RankSum-RF 76.39 84.21 78.98 74.00 74.39
JMI-RF 75.74 85.27 77.59 72.25 74.32
mRMR-RF 75.74 85.27 77.59 72.25 74.32
MIFS-RF 76.67 85.61 79.00 74.33 74.69

4 EXPERIMENTAL RESULTS
4.1 Dataset Preparation
We have used NGS based miRNA expression data of Breast Inva-
sive Carcinoma (BRCA) from The Cancer Genome Atlas (TCGA)3

3https://cancergenome.nih.gov/
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Figure 1: Box plots showing the change in expression values for the selected top 10 miRNAs identified by PSO-RFCM-RF, (a)
hsa-mir-139 (b) hsa-mir-21 (c) hsa-mir-183 (d) hsa-mir-96 (e) hsa-mir-486 (f) hsa-mir-10b (g) hsa-mir-145 (h) hsa-mir-144 (i)
hsa-mir-15a (j) hsa-mir-182
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Figure 2: PPI Network for proteins (TFs) that target the top 10 miRNAs, as obtained from the TransmiR Database and the
barplot shows degree of top 10 connected proteins

prepared by Illumina sequencing technology where the expression
value has been computed in form of reads per million count (RPM).
The dataset contains 1046 miRNA expression values for 762 tumour
patients and 87 control data as shown in Table 1. Control data
comprises patients who are not affected by cancer. Each patient
is encoded with barcode like “TCGA-S3-A6ZH-01A-22R-A32K-13".
Barcode is read as “TCGA": Project, “S3": Tissue source site (TSS),

“A6ZH": Participant, “01": Sample type; “A": Vial, “22": Order of por-
tion; “R": Molecular type of analyte, “A32K": Plate, “13": Center. A
few preprocessing activities have been performed for the dataset
before using in experiments. In the collected dataset, there are many
miRNAs which have zero expression values. Thus, such miRNAs
are excluded from the dataset which in turn, reduces the number
of miRNAs from 1046 to 244. Moreover, the expression values of
miRNAs are also normalized by log function with base 2.
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ID Term

hsa05206 MicroRNAs in cancer

hsa04151 PI3K-Akt signaling pathway

hsa05200 Pathways in cancer

hsa05205 Proteoglycans in cancer

hsa04068 FoxO signaling pathway

hsa05202 Transcriptional misregulation in cancer

Figure 3: Bar plot of the significant KEGG Pathways for selected top 10 miRNA

ID Term

GO:0071345 Cellular response to cytokine stimulus 

GO:0019221 Cytokine-mediated signaling pathway 

GO:0045892 Regative regulation of transcription, DNA-

templated 

GO:0006357 Regulation of transcription from RNA polymerase

II promoter 

GO:0000122 Negative regulation of transcription from RNA 

polymerase II promoter 

GO:0048522 Positive regulation of cellular process 

ID Term

GO:0071437 Invadopodium 

GO:0005741 Mitochondrial outer membrane 

GO:0005925 Focal adhesion 

GO:0031410 Cytoplasmic vesicle 

GO:0005901 Caveola 

GO:0030175 Filopodium 

GO:0098858 Actin-based cell projection 

ID Term

GO:0031625 Ubiquitin protein ligase binding 

GO:0002020 Protease binding 

GO:0003779 Actin binding 

GO:0044389 Ubiquitin-like protein ligase binding 

GO:0001227 Transcriptional repressor activity, RNA 
polymerase II transcription regulatory region 
sequence-specific binding 

GO:0008191 Metalloendopeptidase inhibitor activity 

GO:0070513 Death domain binding 
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Figure 4: Bar plot of GO Enrichment analysis for, (a) Biological Process (b) Cellular Component and (c) Molecular Function of
selected top 10 miRNA identified by PSO-RFCM-RF

4.2 Input Parameters and Performance Metrics
Input parameter values are set experimentally and those are Fuzzy
Exponent, η = 2; Number of particles, Npar = 50; Number of Iter-
ations, Nitr = 50; Length of particles, L = 10; Cognitive constant,
β1 = 2; Social constant, β2 = 2; Inertia Weight, α = 0.9; Number
of trees for RF, T = 50; Relative weight for lower approximation
of RST, ωlow = 0.95 and boundary approximation, ωup = 0.05. All
the algorithms have been implemented in Matlab and executed on
an Intel Core i5-2410M CPU at 2.30 GHz Machine with 8GB RAM
and Windows 7 operating system. Moreover, the proposed tech-
nique is validated using statistical metrics like Accuracy, Precision,
Sensitivity, Speci f icity and F -measure respectively.

4.3 Results
PSO-RFCM-RF technique executes 50 times, where PSO maintains
the population size as 50. Each particle in the population of PSO de-
notes a possible solution. To evaluate each such particle, RFCM-RF
method is applied to compute fitness value. In each particle, ran-
domly 10 elements, in this case miRNAs, are selected for evaluating

the fitness. Based on the fitness value, local and global best solutions
are identified. Such 50 global best solutions are considered after
50 individual run, where each solution contains 10 miRNAs. Based
on the occurrence of each miRNA in 50 solutions, top 10 miRNAs
are selected and reported in Table 2. Thereafter, these miRNAs are
used to perform the classification task using RF with 10-fold cross
validation and the results are reported in Table 3. Here, the selection
of top 10 miRNAs has been done in order to avoid the false negative.
Moreover, it is found from Table 3, PSO-RFCM-RF produces average
percentage values of Accuracy, Precision, Sensitivity, Specificity
and F-measure as 93.25, 89.35, 93.02, 93.35 and 91.15 respectively
on such 10 miRNAs better as compared to the other well-known
feature selection techniques viz. Signal-to-Noise Ratio (SNR), t-test,
RankSum, Joint Mutual Information (JMI), Minimum Redundancy
Maximum Relevance (mRMR) and Mutual Information-based Fea-
ture Selection (MIFS) which have been applied on top 10 miRNAs as
identified by them. Apart from this, the Figure 1 shows the change
of expression of selected top 10 miRNAs using box plot and the
corresponding p-value is reported after performing Kruskal-Wallis
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Figure 5: Network Plot of selected top 10 miRNAs that are associated with genes and TFs (Nodes marked with orange, blue
and purple colour represent the miRNA, associated genes and associated TFs respectively)

H-test at 5% significance level. The same is also reported in Ta-
ble 3 with the up/down regulation and PubMed ID. The p-value
shows that the miRNAs are significantly differentially expressed
with p-value less than 0.05 and PubMed ID are showing association

of these miRNAs to the breast cancer. Therefore, it is evident that
the selected 10 miRNAs are quantitatively putative and statistically
significant.
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4.4 Biological Significance
The biological significance of the top 10 selected miRNAs is evalu-
ated with the help of Protein-Protein Interaction (PPI) [25], KEGG
pathway analysis [13] and Gene Ontology (GO) enrichment analy-
sis [17] for Biological Process, Cellular Component and Molecular
Function.
The Protein-Protein Interaction analysis for the selected miRNAs
has been conducted using STRING [24] database and shown in
Figure 2. In this diagram, each node represents protein produced by
a single protein-coding gene locus, whereas each edge represents
protein-protein associations. The degree of interaction of each node
is computed and the top 10 proteins as transcription factors (TFs)
are shown in Figure 2 with the help of a bar plot. It is observed
from the analysis that some important human transcription fac-
tors (TFs) like MYC , Estroдenreceptor1, HDAC2, CREB1 etc. for
selected miRNAs are found as a part of Protein-Protein Interaction
network. These TFs are found in breast cancer and can be regarded
as targets for molecular therapies.
KEGG pathway analysis has been performed using DIANA tool [26]
and the analytical findings uncover the pathway of targeted genes
associated with the identified top 10 miRNAs. The targeted genes
are extracted from miRTarBase database. Each pathway contains a
particular score of adjusted p-values where, lower value signifies
the higher probability of the pathway to be enriched with set of
associated genes. Based on the values of adjusted p-values, top five
pathways for selected top 10 miRNAs are shown in Figure 3. The
analysis reveals the presence of PI3K-Akt signaling pathways which
plays a significant role to stimulate the cell growth in human body.
Over activation of this might cause an abnormal cell proliferation
which are found at high rate in case of breast cancer [27]. We also
found Proteoglycans which plays an important role in contributing
to the various other cancer types. Similarly, FOXO signaling path-
way is regarded as the target for the modulation of cancer [28].
Gene Ontology (GO) Enrichment analysis has been done using
Enrichr tool [15]. This analysis discovers the various biological
and cellular processes associated with selected 10 miRNAs as re-
ported in Figures 4(a), (b) and (c). The biological process includes
Cellular response to cytokine stimulus (GO:0071345), Cytokine-
mediated signaling pathway (GO:0019221), Negative regulation of
transcription, DNAtemplated (GO:0045892) etc. Similarly Cellular
Components are found like Invadopodium (GO:0071437), Mitochon-
drial outer membrane (GO:0005741), Focal adhesion (GO:0005925),
Cytoplasmic vesicle (GO:0031410) etc. and Molecular Functions like
Ubiquitin protein ligase binding (GO:0031625), Protease binding
(GO:0002020), Actin binding (GO:0003779) etc. are found as a part
of GO enrichment analysis.
Additionally, Figure 5 shows the network analysis which has been
performed using Cytoscape tool. The network analysis establishes
the relationship among selected top 10 miRNAs with associated
genes and transcription factors (TF). The associated genes and TFs
are found as a part of KEGG pathway analysis and analysis of
Protein-Protein Interaction. In the figure, the orange nodes repre-
sent the miRNA, whereas blue nodes signify associated genes and
nodes with purple colour are associated TFs. From Figure 5, it is
evident that hsa-mir-145 is associated with TF, Estroдenreceptor1

(ESR1) and Gene, CYP2C19 which play a crucial role in breast can-
cer. Similarly, hsa-mir-182 is associated withMYC , FOXO1 which
also have important role to grow breast cancer.

5 CONCLUSION
In this article, a novel wrapper based feature selection technique has
been proposed with the integration of clustering and classification
tasks for selecting putative set of miRNAs. For this purpose, Rough
and Fuzzy sets have been used to handle vagueness, uncertainty
and overlapping characteristics of dataset while Random Forest
and Particle Swarm Optimization have been used to improve the
final results and to find the potential set of miRNAs by exploring
the search space better. The results of the PSO-RFCM-RF have
been demonstrated qualitatively and visually. It outperforms the
existing techniques and provides putative miRNAs. Furthermore,
the biological significance analysis has also been conducted to
establish the biological relevance of those miRNAs in breast cancer.
The results are statistically and biologically significant.
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