
Evolutionary Discovery of Coresets for Classification
Pietro Barbiero

Politecnico di Torino
Torino, Italy

pietro.barbiero@studenti.polito.it

Giovanni Squillero
Politecnico di Torino

Torino, Italy
giovanni.squillero@polito.it

Alberto Tonda
INRA, Université Paris-Saclay
Thiverval-Grignon, France

alberto.tonda@inra.fr

ABSTRACT
When a machine learning algorithm is able to obtain the same
performance given a complete training set, and a small subset of
samples from the same training set, the subset is termed coreset. As
using a coreset improves training speed and allows human experts
to gain a better understanding of the data, by reducing the number
of samples to be examined, coreset discovery is an active line of
research. Often in literature the problem of coreset discovery is
framed as i. single-objective, attempting to find the candidate coreset
that best represents the training set, and ii. independent from the
machine learning algorithm used. In this work, an approach to evo-
lutionary coreset discovery is presented. Building on preliminary
results, the proposed approach uses a multi-objective evolutionary
algorithm to find compromises between two conflicting objectives,
i. minimizing the number of samples in a candidate coreset, and
ii. maximizing the accuracy of a target classifier, trained with the
coreset, on the whole original training set. Experimental results
on popular classification benchmarks show that the proposed ap-
proach is able to identify candidate coresets with better accuracy
and generality than state-of-the-art coreset discovery algorithms
found in literature.
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1 INTRODUCTION
The field of machine learning (ML) redefined the concept of coreset,
originally stemming from computational geometry, as the subset
of input samples of minimal size, for which a ML algorithm can
obtain a good approximation of its original behavior on the whole
set of input samples. In other terms, a coreset can be seen as a
fundamental subset of a target training set that is sufficient for a
given algorithm to deliver good results, or even the same results it
would have if trained on the training set [2]. While this definition
might appear generic, it must be noted that it encompasses signif-
icantly different tasks, ranging from classification, to regression,
to clustering, whose performance is measured in entirely different
ways. Practical applications of coresets include: obtaining a better
understanding of the data, drastically reducing the number of data
points a human expert has to analyze; and considerably speeding
up training time of ML algorithms.

Coreset discovery is an active research line, and specialized ML
literature reports a substantial number of approaches: Greedy Iter-
ative Geodesic Ascent (GIGA) [9], Frank-Wolfe (FW) [10], Forward
Stagewise (FSW) [19], Least-angle regression (LAR) [13][4], Match-
ing Pursuit (MP) [20], and Orthogonal Matching Pursuit (OMP) [21].
Often such algorithms require the user to specify the number N
of desired points in the coreset; or assume, for simplicity, that a
coreset is independent from the task and/or the algorithm selected
for that task. It is important to notice, however, that the problem of
finding a coreset can be intuitively framed as multi-objective, as the
quality of the results is likely dependent on the number of points
included in the coreset; and minimizing the number of selected
points is probably detrimental to minimizing error. As ML algo-
rithms employ different techniques to accomplish the same goals,
it is also reasonable to assume that they would need coresets of
different size and shape to operate at the best of their possibilities.

Starting from these two assumptions, and building on previ-
ous works [3], an evolutionary approach to coreset discovery for
classification tasks is proposed. Starting from a training set, a state-
of-the-art multi-objective evolutionary algorithm, NSGA-II [12], is
set to find the coresets representing the best trade-offs between
amount of points (to be minimized) and classifier error (to be mini-
mized), for a specific classification algorithm. The resulting Pareto
front includes different coresets, each one representing an optimal
compromise between the objectives. A human expert would then be
able to not only select the coreset more suited for their needs, but
also obtain extra information on the ML algorithm’s behavior, by
observing its degradation in performance as the number of coreset
points in Pareto-optimal candidate solutions decreases. Alterna-
tively, a candidate coreset on the Pareto front can be automatically
selected depending on its performance with respect to an unseen
validation set.
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Experimental results on classification benchmarks show that the
proposed approach is able to best several state-of-the-art coreset
discovery algorithms in literature, obtaining results that also allow
the classifier to generalize better on an unseen test set of the same
benchmark. A meta-analysis of the results on different classifiers
shows that, while some of the data points selected are common to
different algorithms, the choice of points in the coreset is heavily
dependent on the classifier selected for the classification task.

2 BACKGROUND
The basic concepts of machine learning, coreset discovery, and
multi-objective evolutionary algorithms, necessary to introduce
the scope of this work, are briefly recalled in this section.

2.1 Machine learning and classification
ML algorithms are able to improve their performance on a given
task over time through experience [23]. Such techniques automati-
cally create models that, once trained on user-provided (training)
data, can then provide predictions on unseen (test) data. In essence,
ML consists in framing a learning task as an optimization task
and finding a near-optimal solution for the optimization problem,
exploiting the training data. Popular ML algorithms range from
decision trees [7], to logistic regression [11], to artificial neural
networks [16].

Classification, a classic ML task, consists in associating a single
instance of measurements of several features, called sample, to one
(or more) pre-defined classes, representing different groups. ML al-
gorithms can position hyperplanes (often called decision boundaries)
in the feature space, and later use them to decide the group a given
sample belongs to. The placement of decision boundaries is set to
maximize technique-specific metrics, whose values depend on the
efficacy of the boundary with respect to the (labeled) training data.
Decision boundaries inside a classifier can be represented explicitly,
for example as a linear or non-linear combination of the features,
or implicitly, for example as the outcome of a group of decision
trees or other weak classifiers.

2.2 Coreset discovery
In computational geometry, coresets are defined as a small set of
points that approximates the shape of a larger point set. The concept
of coreset in ML is extended to intend a subset of the (training)
input samples, such that a good approximation to the original input
can be obtained by solving the optimization problem directly on the
coreset, rather than on the whole original set of input samples [2].

Finding coresets for ML problems is an active line of research,
with applications ranging from speeding up training of algorithms
on large datasets [25] to gaining a better understanding of the
algorithm’s behavior. Unsurprisingly, a considerable number of
approaches to coreset discovery can be found in the specialized
literature. In the following, a few of the main algorithms in the field,
that will be used as a reference during the experiments, are briefly
summarized: Frank-Wolfe (FW) [10], Greedy Iterative Geodesic
Ascent (GIGA) [9], Forward Stagewise (FSW) [19], Least-angle re-
gression (LAR) [13][4], Matching Pursuit (MP) [20] and Orthogonal
Matching Pursuit (OMP) [21].

The original FW algorithm applies in the context of maximizing
a concave function within a feasible polytope by means of a local
linear approximation. In Section 4, we refer to the Bayesian imple-
mentation of the FW algorithm designed for core set discovery. This
technique, described in [8], aims to find a linear combination of
approximated likelihoods (which depends on the core set samples)
that is similar to the full likelihood as much as possible.

GIGA is a greedy algorithm that further improves FW. In [9],
the authors show that computing the residual error between the
full and the approximated likelihoods by using a geodesic align-
ment guarantees a lower upper bound to the error at the same
computational cost.

FSW [19], LAR [13][4], MP [20] and OMP [21] were all originally
devised as greedy algorithms for dimensionality reduction, but
have been later applied to coreset discovery, as this last problem
represents the transpose of feature selection, choosing samples
instead of features. The simplest of the group is FSW, which projects
high-dimensional data in a lower dimensional space by selecting,
one at a time, the features whose inclusion in the model gives the
most statistically significant improvement. MP, on the other hand,
includes features having the highest inner product with a target
signal, while its improved version OMP at each step carries an
orthogonal projection out. Similarly, LAR increases the weight of
each feature in the direction equiangular to its correlations with
the target signal.

Often these algorithms start from the assumption that the coreset
for a given dataset will be independent from the ML pipeline used,
but this premise might not always be correct. For example, the
optimization problem underlying a classification task might vary
considerably depending on the ML algorithm used. Moreover, most
of the coreset discovery solutions proposed in literature provide
a unique result, representing the best coreset candidate. However,
the problem of finding the coreset, given a specific dataset and
an application, can be naturally expressed as multi-objective: on
the one hand, the user wishes to identify a set of core points as
small as possible; but on the other hand, the performance of the
algorithm trained on the coreset should not differ from its starting
performance, when trained on the original dataset. For this reason,
multi-objective optimization algorithms could be well-suited to this
task.

2.3 Multi-objective evolutionary algorithms
Optimization problems with contrasting objectives have no single
optimal solution. Each candidate represents a different compro-
mise between the multiple conflicting aims. Yet, it is still possible
to search for optimal trade-offs, for which an objective cannot be
improved without degrading the others. The set of such optimal
compromises is called Pareto front. Multi-objective evolutionary
algorithms (MOEA) currently represent the state of the art for prob-
lems with contradictory objectives, and are able to obtain good
approximations of the true Pareto front in a reasonable amount
of time. One of the most known MOEAs is the Non-Sorting Ge-
netic Algorithm II (NSGA-II) [12], that makes use of a crowding
mechanism to spread candidate solutions on the Pareto front as
evenly as possible, with considerable efficiency for problems with
2-3 objectives.
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3 PROPOSED APPROACH
Starting from the intuition that coreset discovery can be framed as a
multi-objective problem, and that the results could be dependant on
the target ML algorithm, a novel evolutionary approach to coreset
discovery for classification is proposed, building on preliminary
results presented in [1]. Given a training set Tr and a ML classifier,
a candidate solution in the framework represents a coreset, a sub-
set of the original training set. Candidate solutions are internally
represented as bit strings, of length equal to the size of the training
set, where a 1 in position i means that the corresponding sample si
is retained in the coreset, while a 0 means that the sample is not
considered. The classifier is then trained on the candidate coreset,
and then an evaluation is performed on two conflicting objectives:
number of samples in the coreset (to be minimized), and resulting
error of the classifier on the original training set (to be minimized).
NSGA-II is then set to optimize the coreset, finding a suitable Pareto
front consisting of the best compromises with respect to the two
objectives. In case the user wishes to obtain a single solution, the
original training set Tr can be split into a training set to be used
internally Tr’ and a validation set V. At the end of the evolutionary
optimization, each candidate coreset on the Pareto front is evalu-
ated on the validation setV (unseen by the evolutionary procedure),
to find the compromise with the best generality. A scheme of the
proposed approach is presented in Figure 1.

When compared to the preliminary methodology presented
in [1], the effectiveness of the approach has been considerably im-
proved. In particular, the addition of the validation setV nowmakes
it possible to obtain a fairer comparison with existing algorithms in
literature. Furthermore, population size and activation probabilities
of the evolutionary operators have been tuned to deliver a better
performance on a wider variety of case studies.

From a probabilistic point of view, the algorithm can be summa-
rized as follows. Given sample si = (®x i ,yi ), where ®x i corresponds
to the value of the features and yi to the known class of si , respec-
tively, the objective is to estimate the probability that it belongs
to the core set Cj , given the information contained in the training
data Dt = {(®x it ,y

i
t )} and the classifier parameters θ :

p((®x i ,yi ) ∈ Cj |Dt ,θ ) (1)

The current estimate of the core set Ĉ = {(®x i ,yi ) ∈ Cj } is then
used to fit the classifier parameters θ :

p(θ |Ĉ) (2)

Finally, the trained classifier is used to make inferences on the
training set:

p(yit | ®x
i
t ,θ (Ĉ)) (3)

The proposed approach makes it possible to evolve several solutions
Cj approximating the core set problem, reducing both the set size
and the classification error:

argmin
Cj

{
|Cj |

L(θ (Cj ),Dt )
(4)

At the end of the evolution, the validation set Dv is used in order
to evaluate the final solutions along the Pareto front. The maximum
likelihood estimation for the evolved solutions is given by the core

set providing the minimal error on the validation set:

ĈMLE = argmin
Cj

L(θ (Cj ),Dv ) (5)

Finally, ĈMLE is used to train the classifier:

p(θ |ĈMLE ) (6)

to make inferences on an unseen test set Du :

p(yiu | ®x
i
u ,θ (Ĉ

MLE )) (7)

and to compute the accuracy of the model:

L(θ (ĈMLE ),Du ) (8)

4 EXPERIMENTAL RESULTS
All the experiments presented in this section exploit four ML algo-
rithms, representative of both classifiers with explicit hyperplanes
(Ridge [24], SVC Support Vector Machines [17]) and ensemble, tree-
based classifiers (Bagging [5], RandomForest [6]). All classifiers
are implemented in the scikit-learn1 [22] Python module and
use default parameters. For the sake of comparison, it is important
that the classifiers will follow the same training steps, albeit under
different conditions. For this reason, a fixed seed has been set for all
algorithms that exploit pseudo-random elements in their training
process.

All the necessary code for the experiments has been implemented
in Python, relying upon the inspyred module2 [15]. The code is
freely available in a BitBucket public repository3. NSGA-II uses
default parameters of the inspyred module, with the exception of
µ = 200, λ = 400, stop condition 200 generations, and evolutionary
operators bit-flip (probability pbf = 0.5) and 1-point crossover
(probability pc = 0.5). Parameter values have been defined after a
set of preliminary runs.

The experiments are performed on well-known data sets pub-
licly available in the scikit-learnmodule: i. Blobs, three isotropic
gaussian blobs (3 classes, 400 samples, 2 features); ii. Circles, a large
circle containing a smaller one (2 classes, 400 samples, 2 features);
iii. Moons, two interleaving half circles (2 classes, 400 samples, 2
features); iv. Iris [14] (3 classes, 150 samples, 4 features). For each
case study, samples are randomly split between the original training
set Tr (66%) and test set (33%). While all coreset discovery algo-
rithms evaluated in the following exploit only Tr in their training
procedure, it must be noted that the proposed approach further
randomly splits Tr into Tr’ (66% of Tr, 44% of the original dataset)
and V (33% of Tr, 22% of the original dataset), to automatically se-
lect a single candidate solution on the Pareto front at the end of the
evolutionary process. Features of the datasets are normalized using
a normalization learned on the training set Tr, then eventually
applied to the test set.

The results obtained by the proposed approach are then com-
pared against the state-of-the-art coreset discovery algorithms
GIGA [9], FW [10], MP [21], OMP [21], LAR [13][4], and FS [19],

1scikit-learn: Machine Learning in Python, http://scikit-learn.org/stable/
2inspyred: Bio-inspired Algorithms in Python, https://pythonhosted.org/inspyred/
3Evolutionary Discovery of Coresets, https://bitbucket.org/evomlteam/
evolutionary-core-sets/src/master/
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Figure 1: Scheme of the proposed approach. The original training set (Tr) is divided into a training set Tr’ and a validation
set V. The evolutionary approach creates candidates coresets, that are then evaluated on number of samples and error on the
training set Tr’ (both to beminimized). Once the evolution is over, a single candidate on the Pareto front is selected, evaluating
its error on the validation set V. Finally, the best solution is evaluated on an unseen test set Ts, to evaluate its generality.

described in more detail in subsection 2.2. The comparison is per-
formed on three metrics: i. coreset size (lower is better); ii. classifi-
cation accuracy on the test set (higher is better); iii. running time
of the algorithm (lower is better). Results of the comparison are
presented in Tables 1, 2, 3, and 4, where the proposed approach is
labeled EvoCore. Text in bold highlights the highest accuracy for
each classifier on the test set.

With regards to test accuracy, the evolutionary approach not
only outperforms by far the other techniques, but is often able
to increase the performance obtained by training the same clas-
sifier with all the training samples available. This means that the
decision boundaries generated using the evolved coresets may gen-
eralize even better than those generated using the whole training
set. Figure 3 shows the decision boundaries obtained using the
whole training set (left column) or the best candidate coreset (right
column) to train classifiers, on different datasets. Among all the
solutions provided by NSGA-II, the one having the smaller valida-
tion error has been selected, and, in case of the same validation
error, the one having the smaller coreset. These results suggest that
the performance of ML classifiers would not be a function of the
size of the training set (as Big Data and Deep Learning often claim)

but a function of the mutual position of the training samples in the
feature space.

Figure 2 reports a meta-analysis of all the Pareto-optimal candi-
date coresets found by the proposed approach, divided by dataset,
considering all classifiers. A few samples clearly appear very often
among all candidate coresets, while others almost never do, but
overall there is a considerable number of samples that are included
with low but non-negligible frequency, indicating that different
classifiers indeed exploit coresets of different shape.

A final experiment on the MNIST dataset [18], consisting in
70,000 images of handwritten digits, is performed to visually analyze
the characteristics of the samples included in the coresets. The
experiment uses the same settings as the previous ones, and it is
carried out using the classifier Ridge. The results are summarized
in Table 5. The best candidate coreset on the Pareto front features
about 9,600 images, 20% of the original training set. The candidate
coreset is manually inspected, and some of the more significant
results are illustrated in Figure 4. In particular, points in the coreset
for class 8 includes points that are still classified as ’8’, but they look
similar to other classes (for example, 0, 2, or 6), and are thus likely
positioned near the corresponding decision boundaries separating
the classes in the feature space. This evidence supports the claim
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Figure 2: Frequency of appearance of samples in the Pareto front solutions of all the classifiers.

that the proposed approach is able to select meaningful samples
to help the classification algorithm to correctly place its decision
hyperplanes.

The main drawback of the evolutionary technique is represented
by the computational time, which is typically 10 to 1,000 times
the order of magnitude of other coreset discovery algorithms in
literature, depending on the classifier. However, it can be argued
that: i. this problem can be mitigated by parallelizing evaluations
(experiments have been run on a consumer-end laptop4 and it is
still not parallelized); ii. the current performance is not an insur-
mountable obstacle, as usually coresets are computed once, off-line,
and then used multiple times; iii. for datasets containing millions or
billions of samples, a random subsampling could be used to extract
a reduced dataset, to be later exploited during the evolution.

5 CONCLUSIONS
Coreset discovery is a problem of utmost practical importance
for machine learning techniques. Most of the coreset discovery

4Intel® Core™ i7-8750H 2.20 GHz, 16 GB RAM.

algorithms in literature either ask the user to specify the number
of samples to be retained in the coreset, or assume the shape of the
coreset to be independent from the task and the algorithm it is going
to be used for. Starting from the intuition that coreset discovery
is an inherently multi-objective problem, and that the structure
of a coreset is likely to be dependent on the machine learning
technique used for a specific task, an evolutionary approach to
coreset discovery is proposed. The presented framework proves to
be more efficient than comparable techniques, on several classical
benchmarks.

Future works will extend the proposed approach to regression
problems, where the aim is to obtain the approximate model of an
unknown function, and clustering, where the objective is to obtain
high-quality groups of data points, with no pre-existing information
on the number or qualities of the groups.
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Table 1: Blobs dataset. Coreset size, accuracy on test set and running time (seconds) of the considered classifiers and coreset
algorithms.

RandomForest Bagging SVC Ridge
algorithm size accuracy avg time size accuracy avg time size accuracy avg time size accuracy avg time
all samples 265 0.9185 - 265 0.8963 - 265 0.9407 - 265 0.8963 -
EvoCore 47 0.9333 518.1 s 94 0.9407 554.3 s 3 0.9111 232.8 s 3 0.9185 236.2 s
GIGA 3 0.6296 0.01 s 3 0.8889 0.01 s 3 0.8889 0.01 s 3 0.8519 0.01 s
FW 4 0.5185 3.2 s 4 0.6593 3.2 s 4 0.5852 3.2 s 4 0.8815 3.2 s
MP 5 0.4047 4.9 s 5 0.6296 4.9 s 5 0.3333 4.9 s 5 0.5778 4.9 s
FS 5 0.7481 4.6 s 5 0.7481 4.6 s 5 0.3333 4.6 s 5 0.6296 4.6 s
OP 4 0.4074 0.01 s 4 0.6148 0.01 s 4 0.3333 0.01 s 4 0.5852 0.01 s
LAR 3 0.8074 0.01 s 3 0.8074 0.01 s 3 0.5185 0.01 s 3 0.5185 0.01 s

Table 2: Circles dataset. Coreset size, accuracy on test set and running time (seconds) of the considered classifiers and coreset
algorithms.

RandomForest Bagging SVC Ridge
algorithm size accuracy avg time size accuracy avg time size accuracy avg time size accuracy avg time
all samples 266 0.9552 - 266 0.9478 - 266 0.9851 - 266 0.5000 -
EvoCore 26 0.9627 1,040.3 s 13 0.9552 878.8 s 6 0.9776 278.5 s 2 0.6343 355.7 s
GIGA 2 0.5970 0.01 s 2 0.5746 0.01 s 2 0.6343 0.01 s 2 0.6364 0.01 s
FW 5 0.5597 3.8 s 5 0.5000 3.8 s 5 0.5000 3.8 s 5 0.5000 3.8 s
MP 3 0.5000 4.1 s 3 0.5224 4.1 s 3 0.5000 4.1 s 3 0.6567 4.1 s
FS 4 0.6567 4.4 s 4 0.6194 4.4 s 4 0.6119 4.4 s 4 0.6269 4.4 s
OP 3 0.5000 0.01 s 3 0.4851 0.01 s 3 0.6418 0.01 s 3 0.5448 0.01 s
LAR 2 0.5522 0.01 s 2 0.6194 0.01 s 2 0.5970 0.01 s 2 0.5970 0.01 s

Table 3: Moons dataset. Coreset size, accuracy on test set and running time (seconds) of the considered classifiers and coreset
algorithms.

RandomForest Bagging SVC Ridge
algorithm size accuracy avg time size accuracy avg time size accuracy avg time size accuracy avg time
all samples 266 0.9328 - 2661 0.9254 - 266 0.9179 - 266 0.8134 -
EvoCore 10 0.9403 440.2 s 30 0.9478 415.9 s 24 0.9403 126.6 s 2 0.8209 139.8 s
GIGA 2 0.4254 0.01 s 2 0.2463 0.01 s 2 0.4701 0.01 s 2 0.4701 0.01 s
FW 6 0.6493 3.6 s 6 0.6493 3.6 s 6 0.5299 3.6 s 6 0.6866 3.6 s
MP 3 0.5149 4.6 s 3 0.5821 4.6 s 3 0.5896 4.6 s 3 0.6642 4.6 s
FS 2 0.5149 4.3 s 2 0.2313 4.3 s 2 0.6119 4.3 s 2 0.6119 4.3 s
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Figure 4: A few samples belonging to the best EvoCore candidate coreset for class 8. Visually, the selected samples appear to
be ideal to separate class 8 from (left to right) 0, 1, 2, 7, and 6, respectively.
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