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ABSTRACT
Detecting the environmental changes in dynamic optimization
problems is an essential phase for a dynamic evolutionary algo-
rithm. By determining the time points of change in the problem,
the evolutionary algorithm is capable of adapting and responding
to these changes efficiently. It might be more crucial for multiobjec-
tive optimization problems, since lack of efficient change detectors
may not prevent evolutionary process utilizing invalid nondom-
inated solutions due to the occurrence of changes. The change
detection becomes a challenge when dealing with problems that
expose less detectable environmental changes, which is a common
characteristic of some real-world problems. In this paper, we in-
vestigate the performance of sensor-based and population-based
change detection schemes on less detectable environmental changes.
Additionally, a hybrid scheme is proposed that incorporates sensor-
based schemes with the population-based ones. We validate the
performance of all three schemes on four different less detectable
environment problems by considering different characteristics of
dynamism, where hybrid techniques significantly outperform the
other alternatives.
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1 INTRODUCTION
Dynamic multiobjective optimization problems (DMOPs) have been
attracting the attention of researchers in diverse areas including
scheduling [5], control problems [14], resource management [24],
and mobile ad-hoc networks [7]. The main difference between a dy-
namicmultiobjective optimization problem (DMOP) and a static one
is the existence of dynamism, which can be done in various forms
including changes in one or more objective functions, changes
in constraints, and/or changes in other problem parameters [3].
Consequently, a DMOP becomes more challenging than the static
counterpart since the task becomes not just searching for the op-
timal solutions, but tracking them quickly and closely after each
environmental change [29].

Detecting the environmental changes in a dynamic fitness land-
scape is a significant step for several dynamic evolutionary algo-
rithms [3]. This is because the change detection step can be con-
sidered as a preliminary and initial task in which the evolutionary
algorithm decides the next steps that should be taken based on
its output. Usually, if a change occurs in a landscape during the
evolving process, it affects the locations of the optimal solutions
on the fitness space. Therefore, the evolutionary algorithm should
respond to this change with a certain response mechanism that
can efficiently redirect the search process to the new region of
the search space. After a change occurrence, if the evolutionary
algorithm does not take any action or fails in detecting the new
occurred change, this may lead to inaccurate results or may slow
down the searching process since the algorithm still searches for
the old optimum.

Whilst the change detection in single objective optimization
problems has been studied in many papers using different tech-
niques [1, 25, 26], there is a lack of work on analyzing the change de-
tection schemes and their abilities when dealingwith non-stationary
multiobjective optimization problems. For a dynamic single objec-
tive optimization problem, an evolutionary algorithm utilizes either
a population-based or a sensor-based detection strategy [25]. For
the case of multiobjective optimization problems, most of the re-
search work focuses on the sensor-based change detection schemes
by utilizing a simple sensor selection mechanism from the solutions
of the population that is part of the evolutionary process. To the
best of our knowledge, there is no work in the literature that inves-
tigates the performance of the population-based change detection
mechanisms on the multiobjective optimization problems.

Moreover, most of the changes for the existing DMOPs can be
easily detected with a single sensor using a sensor-based detection
scheme [27]. On the other hand, a set of four different test problems
are presented in the literature recently, where the environmental
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changes are less likely to be detected [17]. In this paper, we evalu-
ate the performance of various change detection schemes on less
detectable environments with an empirical study. To the best of our
knowledge, this paper is the first study that proposes population-
based detection schemes and hybrid schemes for detecting changes
in the DMOPs, where the hybrid schemes include integration of
sensor-based and population based ones.

The remainder of the paper is organized as follows. Section 2
gives a short summary on DMOPs and the test problems that have
less detectable environmental changes. In Section 3, we review the
change detection schemes existing in the literature, and we propose
our hybrid change detection techniques. In section 4, we study
the performance of the existing and the new proposed detection
schemes using a set of challenging test problems. We end up with
conclusions and future work in section 5.

2 DYNAMIC MULTIOBJECTIVE
OPTIMIZATION PROBLEMS

ADynamicMultiobjective Optimization Problem (DMOP) is defined
as an optimization problem with two or more objective functions
that are in conflict with one another, where dynamism is introduced
as changes in the objective(s), constraint(s) and/or other problem
parameters. In general, a DMOP can be mathematically described
as follows:

minimize f(x,t) = { f1(x, t), f2(x, t), .... fM (x, t)}
subject to

дi (x, t) ≤ 0, i = 1, 2, ...Nc

x = (x1, x2, ....xn ) and x ∈ [xmin, xmax ]
(1)

where x is the vector of decision variables, f(x,t) returns the vector
of objectives to be minimized with respect to time t, the function
д(x, t) represents the constraints of the problem, and Nc is the
number of the problem constraints. In this study, our research
work covers only the unconstrained test problems. For a given
DMOP solved by a dynamic multiobjective evolutionary algorithm
(DMOEA) at time t , the set of non-dominated solutions (which is a
subset of the overall solutions set called population) is called Pareto
Optimal Front (POF) in the objective space, and it is called Pareto
Optimal Set (POS) in the decision space. A solution Si is said to be
non-dominated if it is not dominated by any other solution in the
population [10]. In case of a change in a DMOP, the POS and/or
POF may change. According to this, Farina et al. [11] classified the
Dynamic Multiobjective Optimization Problems (DMOPs) into four
types:
• Type 1. Only POS changes over time.
• Type 2. Both of the POF and POS change over time.
• Type 3. Only the POF changes over time.
• Type 4. Both the POF and POS have no change.

To solve DMOPs, the main task of a dynamic multiobjective
evolutionary algorithm (DMOEA) is to continuously track the new
POF after each environmental change occurrence as quickly as
possible. In literature, there is a relatively large number of proposed
DMOEAs for solving DMOPs. To investigate the performance of
these algorithms, a set of test problems are utilized in the literature,

where the test problems have great importance in facilitating for
testing, comparing and developing new DMOEAs.

One of the earliest test suites that proposed to deal with DMOPs
is the FDA [11]. The FDA problems are designed based on the
DTLZ [8] stationary problems. The FDA test suite contains prob-
lems with different POF shapes (convex and non-convex), and most
of its problems are scalable (i.e. we can generate problems with a
different number of objective functions) such as FDA4 and FDA5. To
cover all the four types of DMOPs and easily control the dynamism
of the problems, a new framework called SJY [18] is proposed. The
SJY test problems are also scalable and have a linear and non-linear
POF. In another research work [19], the authors propose a new
DMOPs generator to generate challenging problems that include
mixed convexity POF, time-varying variable linkages, and mixed
types of changes. Recently, a new suite for DMOPs with a chang-
ing number of objectives is proposed [6]. In literature, there is a
number of other studies that presented more DMO test problems
with various properties [2, 15, 16].

2.1 Less Detectable Environmental Changes
Test Problems

Although many benchmarks for DMOPs have been proposed , there
is a lack of problems that consider the detectability of environmen-
tal changes. In [17], the authors have proposed a set of challenging
problems that have less detectable changes to make the researchers
able to study the effects of such a situation on the performance
of evolutionary algorithms. The Less Detectable Environmental
Changes (LDE) problems are designed based on the methodology
used in the complicated Pareto sets benchmark called LZ [23]. Four
LDE test problems are proposed where they are constructed with
two objectives. The main property of these problems is that the
objective vector can change only if x lies on a certain search sub-
space. Therefore, the resulting POF can be considered as a partially
time-varying POF. The LDE1 can be described using the following
equations:

min
x

f1(x) = p +max(0.1, 0.35 sin(0.08ktπp)) + д(x)

min
x

f2(x) = 1 − p +max(0.1, 0.35 sin(0.08ktπp)) + д(x)

where д(x) =
n∑
i=2
(xi − 0.5)2

kt = 1 + 0.7| sin(0.5πt)|,
h = 0.1| sin(0.5πt)|

with p =


x1 i f x1 <

1
kt

(kt x1−1)h

kt (kt−1)h−1
otherwise

The LDE2 problem has a POF of disconnected segments, and is
defined as

min
x

f1(x) = x1 + max(kt , 0.15 sin(4πx1)) + д(x)

min
x

f2(x) = 1 − x1 +max(kt , 0.15 sin(4πx1)) + д(x)

where p = sin(0.5πt),
kt = −0.15p,
yi = |xi − sin(0.5πx1)|
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with д(x) =



n∑
i=2

√
yi

1+exp(3yi ) i f sin(0.5πx1) > −p

or |p | < 0.6
n∑
i=2
(xi − |p |)

2 otherwise

The LDE3 problem is the same as LDE2 except for the regions of
time-varying are not exactly located on the POF boundary.

min
x

f1(x) = x1 −max(kt , 0.035 sin(4π (x1 − 0.3))) + д(x)

min
x

f2(x) = 1 − x1 −max(kt , 0.035 sin(4π (x1 − 0.3))) + д(x)

where kt = −0.04 sin(0.5πt)

with д(x) =



n∑
i=2

√
yi

1+exp(3yi )

i f kt > 0.035sin(4π (x1 − 0.3))
n∑
i=2
(xi − 0.5)2 otherwise

The previous three LDE test problems focus on changing the
POF of the problem, where the LDE4 changes the POS and keeps
the POF fixed. The LDE4 can be defined as follow:

min
x

f1(x) = x1 + д(x)

min
x

f2(x) = 1 − x1 + (x)

where д(x) =
n∑

i=M
minj=1, ...,k (hj + 10(10xi − yj )2)

yj = (j − 1)⌊ 10k ⌋,
hj = j ⌊ 10k ⌋

In the LDE1, LDE2, and LDE3 test problems the dynamism comes
from the time parameter t which is defined in Equation 2. For the
LDE4 test problem the dynamism is generated by selecting hp = 0
at time t , where p is a random integer value selected to be from 1
to k .

t =
1
nt
∗ ⌊

τ

f r
⌋ (2)

Where nt is the severity of change, τ is the iteration count, and
f r is the change frequency .

3 DETECTABILITY OF CHANGES FOR
DYNAMIC MULTIOBJECTIVE
OPTIMIZATION PROBLEMS

Detecting the changes is the most common factor for exposing
the characterization of dynamism for dynamic multiobjective op-
timization problems (DMOPs). Detecting the severity of changes
and detecting the types of changes are other factors for charac-
terization of changes which do not attract enough attention. In
case of a proper mechanism for detecting the severity of changes,
a dynamic multiobjective evolutionary algorithm (DOMEA) is en-
hanced with efficient mechanisms for responding to the level of
change severity [4, 20]. Recently, detecting the type of changes
(according to the Farina’s classification described in section 2) has
attracted the attention of researchers to deal with DMOPs based
on where the change occurs: in POS, POF or both of them [28]. In
this paper, we concentrate on mechanisms of detecting the changes,
where the other factors (severity of change and type of change)
are out of scope of the paper. For detecting the changes, evolution-
ary dynamic optimization techniques utilize either a sensor-based
detection mechanism [1, 25, 27] or a population-based detection
mechanism [22, 25, 26]. In the following subsections, we briefly

explain two categories of detectors, which is followed by a new
hybrid category.

3.1 Sensor-Based Change Detection
Mechanisms

In this category, a fixed number of candidate solutions (called sen-
sors) are selected over the landscape, where they are re-evaluated
during the search process in order to detect the changes in the
environment. Specifically, sensors (in case of more than one) are
evaluated one-by-one. In case of a change in any objective func-
tion for the given DMOP (i.e., if it is different from its previous
value), it becomes a sign of change which stops the evaluation of
the remaining sensors. Otherwise, the evaluation of sensors contin-
ues with the next sensor. The main issues of this category are the
sensor-placement schemes and determination of the sufficient num-
ber of sensors, where the related work differs in sensor-placement
schemes [25, 27]. A set of sensor-based change detection schemes
are summarized below:

• Random Selection from Population (PR): This is the most
widely used scheme, where a set of sensors are selected from
the population of the evolutionary process. The sensors are
re-evaluated and checked sequentially, and if a change is
detected at one sensor, then an environment change is deter-
mined and the checking process is stopped. For the DNSGA-
II-A and the DNSGA-II-B algorithms [9], the authors select
10% of population as the sensors. The PSO based DVEPSO al-
gorithm randomly selects a sentry particle from each swarm
to be used as a sensor [13]. Moreover, the SGEA [20] and the
dCOEA [12] algorithms utilize similar schemes to detect the
environmental changes.
• Random Selection from POF (PPOF): Based on the importance
of the non-dominated solutions, this mechanism proposes
the selection of sensors from non-dominated solutions ran-
domly [27]. Selecting the sensors from the POF solutions
can significantly enhance the performance of change detec-
tion since in many cases the POF of the problem is the most
affected region by changes.
• Selection Based on Solution Ranks (PRank): This scheme dis-
tributes the selected sensors based on the rank of solution [27],
such that different solutions are selected from different ranks.
The rank of each solution is determined by the number of
solutions that dominate it in the population.
• Selection from POF based on densities of solutions (PPOFD): In
this scheme the sensors are picked from the POF set based
on the densities of solutions. The crowding distance method
is used to estimate the density of each solution. Since the
crowding distance is already computed and used by many
algorithms, there is no extra cost required [27].
• Selection from out of population: Restricting the selection pro-
cess on the solutions of the population only may exclude
a big portion of search space. According to this, three dif-
ferent schemes are proposed to select the sensors out of
the population which are NP1, NP2 and NP3 [27]. While in
NP1 the sensors are randomly initialized one time before the
starting of the run, the NP2 scheme reinitializes the sensors
randomly in each generation. On the other hand, the NP3
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scheme distributes the sensors over all decision space to
cover the entire search space [27].

According to recent research [1, 25], although the sensor-based
detection schemes require additional fitness function evaluations,
they perform better than the population-based schemes for the
single dynamic optimization problems.

3.2 Population-Based Change Detection
Mechanisms

The mechanisms in this category identify the behavior of the dy-
namic optimization problem via examining the statistical informa-
tion of the population. Specifically, a nonparametric statistical test
is utilized to measure the degradation of the population that may
occur as a result of environmental changes. The individuals in the
population of the evolutionary process at time t , P(t), are expected
to change their positions after each change occurrence. Hence, for
detecting whether there is a change occurrence in a certain time
t or not, a nonparametric statistical test is applied over the old
population P(t − 1) and the current population P(t). If the output
value of the test is greater than a predefined threshold, then it is
assumed that a change happens in the environment.

The main advantage of the population-based change detection
schemes over the sensor-based schemes that they do not require
additional fitness function evaluations, as in the sensor-based de-
tectors. On the other hand, the population distribution may be
affected not only by the environmental changes, but by the na-
ture of the evolutionary process as well [1, 25]. Unlike the para-
metric tests, the nonparametric tests require fewer assumptions
(i.e., they do not assume the normal distribution of the popula-
tion) which make them suitable to handle the change detection
task of evolutionary algorithms. On the other hand, most of the
population-based approaches presented in the literature are pro-
posed to deal with the single-objective DOPs. To the best of our
knowledge, there is no work to investigate the performance of these
schemes on DMOPs. The Wilcoxon-Mann-Whitney, the Jensen-
Shannon, and the Kolmogorov-Smirnov are common examples of
the non-parametric tests that are used as change detectors [21, 25].

3.3 Hybrid Mechanisms for Less Detectable
Environmental Changes

In this paper, we present hybrid change detection schemes to deal
with less detectable environments (LDEs) that are recently pre-
sented [17]. The proposed hybrid schemes combine a population-
based scheme and a sensor-based scheme to benefit from the low
cost of the former one and the high accuracy of the latter one. For
the integration, we consider PPOFD scheme (explained in Section
3.1) as the sensor-based detector, which selects the sensors from the
Pareto front based on their density values. The PPOFD scheme is
integrated with two different population-based detectors, which are
the Kolmogorov-Smirnov test and the Wilcoxon-Mann-Whitney
test, where those hybrid change detectors are represented as HCD1
and HCD2 in the remaining part of the paper, respectively. Com-
bining the sensor-based and population-based schemes is expected
to deal more efficiently with challenging problems such as LDE
benchmarks without adding high computational cost.

Algorithm 1Hybrid Change Detection Scheme for Less Detectable
Environmental Changes Problems
begin
.
.
.
repeat

дr ← дr + 1
counter ← 0
NSet ← Determine the nondominated solutions
NSor tSet ← Sor t N Set solutions usinд crowdinд distance
{Iterate over all objective functions}
while counter < M do

R ← Statist icalT est (P (t − 1), P (t ))
{Check if the null hypothesis of the statistical test is rejected}
if R > Threshold then

HandleChanдe() {Change detected}
{Skip the sensor-based detection}
break

end if
counter ← counter + 1

end while
{Iterate over all sensors}
while counter < N do

Sold ← Select individual f rom NSor tSet
Snew ← Re-evaluate(S )
if Sold , Snew then

HandleChanдe() {Change detected}
break

end if
counter ← counter + 1

end while
.
.
.

until T ermination condit ion is satisf ied
end

The proposed hybridization (see Algorithm 1) is expected to deal
with detecting changes on LDE benchmarks more efficiently with-
out adding high computational cost. As shown in the algorithm,
first, the non-parametric test (either Kolmogorov-Smirnov test in
the HCD1 case or Wilcoxon-Mann-Whitney test in the HCD2 case)
is performed to detect if there is a change in the environment or not.
If a change is detected, then the detection process is stopped by con-
sidering a change occurrence without activating the sensor-based
mechanism. On the other hand, if the non-parametric test fails in
detecting a change, then the PPOFD scheme (the sensor-based de-
tection mechanism) is fired. The thresholds of the non-parametric
tests are determined and computed from a set of preliminary exper-
iments. The PPOFD mechanism sorts the non-dominated solutions
using the crowding distances of solutions. After that, a set of N
sensors are picked from different density levels by applying a cer-
tain simple selecting mechanism. The proposed hybrid schemes
are designed in such a way to minimize the detection cost as much
as possible by utilizing a resource management mechanism that
uses the low cost mechanisms first (population-based) followed
by high cost mechanisms (sensor-based). Figure 1 demonstrates
the checking sequence of the hybrid scheme for the case of M
objective functions (f1, f2, .. fM ) with N sensors (S1, S2, ..SN ). The
non-parametric test is applied on each objective one-by-one (start-
ing from f1) until a change is detected. If the non-parametric test
cannot detect any change, the selected sensors are reevaluated
one-by-one on each objective until a detection is observed or all
sensor-objective pairs are examined.
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Figure 1: Checking sequence of the population-based and sensor based mechanisms in the proposed hybrid change detection
schemes

4 EXPERIMENTAL STUDY
In this section, we present performance metrics used for evaluating
the efficiency of the detection schemes, which is followed by the
results of the empirical study on less detectable environments.

4.1 Performance Metrics
In this study, two metrics are adopted to assess the performance of
the change detection schemes.
• True Positive Rate (TPR): This metric measures the number of
correctly detected changes in the environment. If all changes
are correctly detected by the given detector, then the value
of this metric is equal to one. This metric can be calculated
using the following equation:

TPR =
correctly identi f ied chanдes

total number o f chanдes
(3)

• Number of Invoked Sensors (nIS): This metric is for measuring
the average number of sensors that are invoked to detect a
change in the environment. When all sensors are fired to
detect a change, then the value of nIS is equal to the maxi-
mum number of sensors. A low value of nIS metric is desired,
since, firing lower number of sensor means fewer function
re-evaluations (i.e., lower additional cost for detection).

4.2 Results and Discussion
In this section, we report numerical results of our empirical study
for the performance of eight change detection schemes when solv-
ing the LDE problems. We select a total of 8 different change de-
tection schemes in our experiments. There are four schemes from
the sensor-based detectors (NP1, NP3, PR, PPOFD), where the first
two schemes chooses the sensors from the population of the evo-
lutionary process and the remaining ones select sensors from out
of the population. Those schemes are selected based on their per-
formance [27]. There are two schemes from the population-based
detection category (Kolmogorov-Smirnov and Wilcoxon-Mann-
Whitney tests denoted by KS and WMW, respectively). We also
consider two hybrid schemes (HCD1, HCD2) in the comparisons.

In the experiments, the DNSGA-II-A algorithm [9] is used as the
baseline dynamic multiobjective evolutionary algorithm to validate
the change detection schemes. The population size is set to 100,
and the number of variables is set to 10. For each experiment,
we execute each detection scheme with 30 independent runs. To
validate the statistical significance between the obtained results, the
Wilcoxon ranksum test with 0.05 significance level is applied for

Table 1: Average TPR values for the LDE1 test problem.

nt NP1 NP3 PR PPOFD KS WMW HCD1 HCD2
10 76.6+ 81.0+ 71.8+ 81.3+ 84.9 76.4+ 92.0 91.4
20 67.3+ 76.0+ 67.3+ 77.8 77.0 69.7+ 87.2 88.0
40 58.0+ 63.0+ 58.0+ 72.9 69.2+ 62.2+ 81.8 84.1
60 57.6+ 65.0+ 65.6+ 75.1 72.6+ 58.6+ 83.2 84.5
80 39.7+ 42.0+ 58.3+ 67.9+ 67.5+ 54.3+ 80.3 81.9
100 40.3+ 43.0+ 52.9+ 64.7 62.7+ 55.6+ 78.9 79.0

Table 2: Average TPR values for the LDE2 test problem.

nt NP1 NP3 PR PPOFD KS WMW HCD1 HCD2
10 75.9+ 64.0+ 52.6+ 56.6+ 52.0+ 70.6+ 75.9+ 91.0
20 72.3 60.0+ 49.6+ 54.6+ 44.9+ 59.4+ 71.7 85.4
40 27.5+ 12.2+ 35.1+ 36.1+ 38.3+ 37.5+ 55.9 57.8
60 32.0+ 4.0+ 25.4+ 25.5+ 48.3 47.9 54.3 54.2
80 20.5+ 2.0+ 9.4+ 9.8+ 36.3 34.1 40.1 41.4
100 22.6 1.0+ 2.0+ 2.6+ 35.0 35.8 35.8 38.4

Table 3: Average TPR values for the LDE3 test problem.

nt NP1 NP3 PR PPOFD KS WMW HCD1 HCD2
10 17.6+ 8.0+ 33.1+ 36.1+ 39.1 41.3 45.8 46.7
20 10.5+ 6.0+ 22.7+ 26.9+ 41.2 40.8 50.5 48.6
40 5.9+ 5.2+ 15.2+ 24.3+ 57.1 47.4 61.9 52.5
60 4.2+ 3.2+ 6.2+ 10.4+ 55.7 41.2 57.7 45.3
80 2.8+ 2.0+ 3.3+ 3.0+ 55.3 40.3 56.0 41.5
100 3.0+ 1.3+ 2.9+ 2.4+ 56.2 41.1 56.5 42.3

Table 4: Average TPR values for the LDE4 test problem.

k NP1 NP3 PR PPOFD KS WMW HCD1 HCD2
3 60.1 65.9 61.1 58.9 22.3+ 24.1+ 67.4 67.6
5 79.2 69.9 51.9+ 51.5+ 27.8+ 28.9+ 60.4 60.6
7 85.7 78.6 39.1+ 42.7+ 21.8+ 21.8+ 47.8+ 47.9+

each test instance; and the best value for each case is highlighted
in bold. For each table in this section, a "+" sign in a cell for an
algorithm indicates that the best algorithm (given in bold at the
same row) statistically outperforms the corresponding algorithm for
the selected test problem. In all experiments, the maximum number
of sensors (N) is set to 4, unless otherwise stated; and two objective
functions are used in each test problem. The time parameter t for
the dynamic test problems is computed using equation 2.
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Table 5: Average TPR values of the change detection
schemes by varying the frequency of change for four test
problems.

Problem f r NP1 NP3 PR PPOFD KS WMW HCD1 HCD2

LDE1
10 67.3+ 76.0+ 67.3+ 77.8 77.0 69.7+ 87.2 88.0
20 67.6+ 76.0+ 70.2+ 83.4 86.0 79.3+ 90.6 91.5
40 68.0+ 76.0+ 72.2+ 85.3 88.2 83.3 91.4 92.5

LDE2
10 72.3 60.0+ 49.6+ 54.6+ 44.9+ 59.4+ 71.7 85.4
20 72.4 60.0+ 60.5+ 68.9 53.7+ 64.4+ 75.9 86.3
40 73.2 60.0+ 65.5+ 71.7+ 58.6+ 60.3 80.9 86.1

LDE3
10 10.5+ 6.0+ 22.7+ 26.9+ 41.2 40.8 50.5 48.6
20 10.3+ 6.0+ 22.2+ 30.1+ 51.9 46.6 60.1 49.0
40 10.4+ 6.0+ 21.8+ 31.2+ 54.9 47.1+ 65.9 51.4+

LDE4
10 60.1 65.9 61.1 58.9 22.3+ 24.1+ 67.4 67.6
20 67.5 67.1 63.0 60.9 20.1+ 20.9+ 68.2 68.2
40 65.7 67.2 61.3 60.7 17.3+ 17.6+ 66.6 67.0

Tables 1-4 show the mean TPR values of the change detection
schemes when they are applied on the LDE1, LDE2, LDE3, LDE4
problems, respectively. In LDE1-3 problems, the severity of change
nt is set with six different severity levels, which are 10, 20, 40, 60, 80,
and 100. For the LDE4 problem, three k values are used, where the
LDE4 problem has no severity control mechanism. The frequency of
change is set to 10 in all instances of this experiment. For each case,
the number of generations is set to 1000 to ensure the occurrence
of a total of 100 environmental changes.

Based on a previous study [27], the NP1 and the NP3 schemes
achieve very high detection rates (up to 100% of change detection
accuracy) for a number of DMOPs including FDA1, FDA2 and FDA4
from the FDA benchmark [11]. The characteristics of the LDE prob-
lems are significantly different than the other benchmarks; con-
sequently, the NP1 and the NP3 fail to detect more than 50% of
environmental changes in most cases (i.e. 24 out of 36 cases for
LDE1, LDE2, and LDE3). On the other hand, the population-based
schemes obtain acceptable results compared to the sensor-based
schemes excepting the results of the LDE4 test problem. The pro-
posed hybrid schemes (HCD1 and HCD2) is successful for achieving
the best detection accuracy over all the instances of the experiments
except two cases in the LDE4 problem, where the NP1 scheme pro-
vides the best results. From the sensor-based schemes, it is noted
that the PPOFD scheme performs well in many cases comparing to
the other schemes such as PR and NP3. In addition, by decreasing
the severity of change, the sensor-based schemes significantly lose
its performance where the population-based schemes and hybrid
schemes continue performing well in majority of cases. This result
ensures the performance of our hybrid schemes and validates the
effectiveness of merging the sensor-based and population-based
schemes when dealing with the LDE problems.

The effect of varying the frequency of change (number of gen-
erations between every two environmental changes) on the per-
formance of the change detection schemes is examined in the next
experiment. Table 5 shows the average TPR values of the schemes
for three different frequencies of change values, which are 10, 20,
and 40. In this experiment, the severity of change nt is set to 20, and
LDE4 test problem has a k term equals 3. Both of the population-
based schemes (WMW and KS), and out of population sensor based
schemes (NP1 and NP3) are not affected by slowing or accelerating
the change occurrence. On the other hand, the performance of PR

and PPOD schemes show significant accuracy enhancement when
the change occurs slowly (i.e. high values of f r mean long peri-
ods between every two changes). Moreover, the proposed hybrid
schemes show slight enhancement in the detection accuracy when
the frequency of chance is equal to 40 generations. By varying the
frequency of change, our hybrid schemes HCD1 and HCD2 are still
the best two algorithms since they get the high average detection
accuracy in the majority of tested instances.

In another experiment, the detection cost of schemes in our
framework is investigated using the average Number of Invoked
Sensors (nIS) metric. Figure 2 shows the results of this experiment
where four plots present the results of the four tested LDE test
problems. The time instant t in this experiment starts from 0 to 3,
where a change occurs every 10 generations (0.1t ). For each test
problem, a maximum number of 300 generations are executed. The
values of the plots represent the average of 30 independent runs for
the four test problems. In each plot, our hybrid schemes (HCD1 and
HCD2) are marked with the circle signs, the schemes that select out
from population NP1 and NP2 are marked with the square signs,
and the schemes that select sensors from the population PR and
PPOFD are marked with the star signs.

Based on the results of Figure 2, our hybrid schemes are better
than the sensor-based and population-based schemes, since they
invoke fewer than two sensors on the average, in majority of the
cases. Moreover, it is noted that the HCD1 and the HCD2 schemes
do not invoke any sensor in some cases (i.e., for the LDE1 problem
when t = 2.5), which means that the non-parametric test succeeds in
detecting the change at this time point t for all 30 independent runs.
While the hybrid schemes clearly invoke the minimum number of
sensors to detect changes for the LDE1, the LDE2, and the LDE3 test
problems, they confront some difficulties for the LDE4 test problem.
Specifically, the NP1 scheme needs firing less number of sensors for
the LDE4 problem. The LDE3 problem presents the most difficult
scenario for all detection schemes where all schemes require more
than three sensors to detect the change at the beginning and then
start detecting the change with lower cost gradually as time elapses.
The PPOFD scheme obtains the second good results after the hybrid
schemes, since it fires fewer sensors than other schemes in three
test problems considered. Additionally, at some time points during
execution, all of the schemes face difficulties in detecting the change;
and the detection cost become higher when t = 2.5 in the LDE1
case and when t = 1 in the LDE2 case.

In our last experiment, we examine the effect of varying the
number of sensors on the performance of the change detection
schemes. Figure 3 shows the average TPR values of the schemes
for the four LDE test problems. In each case, four different number
of sensors are used which are 2, 4, 6, and 8. The results show that
firing two sensors is not enough to detect the changes for the LDE
problems, which does not match with the results on other DMOPs
including SJY, FDA, and dMOP test problems [27].

Although an increase in the number of sensors from 2 to 4 signif-
icantly enhances the detection accuracy of schemes in most cases,
the enhancement becomes slight when more than 4 sensors are
considered. In addition, comparing to other schemes, our hybrid
schemes show less impact when the number of sensors is increased.
This is because of the incorporated statistical tests that compensate
the low number of reevaluated sensors. On the other hand, the
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Figure 2: Comparing the detection cost of the schemes using the average Number of Invoked Sensors (nIS) metric.

LDE4 test problem shows a different behavior where the accuracy
of schemes are approximately not affected by increasing the number
of sensors. The reason of this is the nature of this test problem, since
its dynamism differs from the other LDE problems [17]. The results
of the LDE3 problem again ensures the effectiveness of hybridizing
the population-based with sensor-based schemes, since increasing
the number of sensors slightly increases the TPR values (less than
3 percent); but after hybridizing, the HCD1 and the HCD2 achieve
much better results.

5 CONCLUSION
In this paper, we evaluate the performance of sensor-based, popula-
tion based and hybrid change detection schemes on four dynamic
multiobjective test problems that include less detectable environ-
mental changes. The hybrid schemes integrate population-based
detectors with the sensor based ones. The results of the empirical
study demonstrates that hybrid schemes provide the best results
based on true positive rates and the number of sensors fired. The
population-based schemes follow the hybrid schemes, based on
the average values of the performance metrics. A planned future
work of this study is to incorporate the hybrid schemes for change
detection with the leading dynamic multiobjective evolutionary
algorithms (i.e. the SGEA [20] and dCOEA [12]) and measure their
performance on the less detectable environments.
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