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ABSTRACT 

In our proposed method, an object can be detected from time-

series images taken by two or a few cameras. When one of the 

cameras detects that the object has moved, a system locates that 

object from the images taken by the other camera(s) by using the 

timestamps. Then, a position data of that object can be obtained 

autonomously without taking a lot of photographs of that object 

and teaching data to the system in advance. Moreover, the system 

passes the position data and a label of that object to YOLO, which 

is a learning model for discriminating objects. YOLO learns the 

data and become possible to indicate the label of the object. The 

results of an experiment showed that this system could 

discriminate the moving object only by two cameras without the 

previously prepared teaching data.1 
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1 INTRODUCTION 

People with dementia are apt to forget when and where they 

put down their glasses, wallet, and other objects. Recently, it has 
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become possible to attach tags to important objects so that their 

owners can locate them using a smartphone. However, such tags 

cannot be attached to all objects. Furthermore, it is desirable to 

know when the objects were moved from an initial position to 

their current position so that people with dementia can be shown 

how this happened. To do this, it is necessary to obtain data 

regarding when and to where the objects without tags were moved. 

Generally, when a model of an object is created, many images are 

photographed from many angles to be used as teaching data. This 

method is not realistic. Therefore, we propose a method that can 

detect the object in three-dimensional space from the time-series 

images taken by two or a few cameras, which operate only if the 

object moves. Several background difference methods can be used 

to detect a moved object in time-series images. 

BackgroundSubtractorMOG [1] is a Gaussian Mixture-based 

Background/Foreground Segmentation Algorithm. A detection 

system must be able to distinguish between moved shadows and 

moved objects. In this method [1], the shadow is considered when 

there are differences in both the chromatic and the brightness 

components when a computational color model is used [2]. 

In our system, if one of the cameras tells the system that an 

object has moved, the system can use the timestamps of the 

images taken by the other camera(s) to locate that object. If only 

the object has moved, a model of that object can be created 

autonomously without the need for teaching data.  

In this paper, we examine a model that detects the location of a 

moved object using the time-series images taken by two cameras 

and uses deep learning to discriminate the object. The system 

passes the label and the position data of the object to You Only 

Look Once (YOLO) [3], which is a model for detecting objects 

that uses teaching to learn to discriminate them. Finally, a system 

must be able to detect the appearance and/or disappearance of an 

object using only two cameras in the room.  

 

2 EXPERIMENT 

2.1 Development Environment 

The Python programming language was used to develop the 

system. We also used Open Source Computer Vision (OpenCV), 

an open-source library that includes the 
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BackgroundSubtractorMOG algorithm, and Keras, a neural 

network library.  

2.2 Procedure 

Fig. 1 shows the procedure whereby the system detects and 

discriminates an object taken by plural cameras (two cameras in 

this paper). The system uses the BackgroundSubtractorMOG 

algorithm to detect the moved object and surrounds the object 

with a rectangle (bounding box). Fig. 2 shows a background 

image. Fig. 3 shows that the image of an object has been added to 

the background. This object is a moved object because it has 

moved into this image. Fig. 4 shows the results of the detection. 

The white part in the figure represents the moved object. Then, 

the system creats a rectangular bounding box around the moved 

object using OpenCV, as Fig. 5 shows.  

The system identifies the same object on time-series images 

taken by the other cameras (another camera) using the timestamps. 

Then, the system obtains coordinates of the bounding box 

(position data of the object) and lists the path in which the images 

are saved, the coordinates of the bounding box, and the object’s 

label (dataset) in a table. Moreover, the system obtains additional 

position data of assuming reversed the images at the x-axis and y-

axis and both the x and y-axes. Then, the system lists the dataset 

in the table. Namely, the system can obtain the position data of the 

object from multiple viewpoints.  

After repeating this flow n times, the dataset is delivered to 

YOLO as teaching data. The system learns the coordinates of the 

bounding box and the labels of the objects using the deep learning 

of YOLO. Then, the system becomes able to detect and 

discriminate the object. 

 

2.3 Dataset for Learning and Evaluation 

In this experiment, two fixed cameras recorded the image of 

the object, which was the one shown in Fig. 3. The flow for 

creating the teaching data (see Fig. 1) was repeated 40 times (n = 

40) for each camera. In addition, the coordinate data which were 

assumed to reverse at the x-axis, the y-axis, and at the x-and-y 

axis were prepared. Therefore, including these coordinates of 

reversed images, the two cameras provided 320 set data. The deep 

learning used 224 of the set data for the learning data and 96 for 

the validation data. The number of learning times was 100 epochs. 

In addition, to evaluate the learning model, we prepared 20 set 

data for a test. The precision-recall measure was employed to 

evaluate the learning model. However, in this experiment, the 

precision indicates a rate that the bounding box detected by the 

learning model overlapped with the correct bounding box in 

pixels. The recall indicates a rate of the bounding box detected by 

the learning model in the correct bounding box. F-measure is a 

weighted harmonic mean of precision and recall. These metrics 

are expressed as follows; 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 ,    (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 ,   (2) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =   
2 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 ,   (3) 

 

where True Positive indicates a number of pixels of the bounding 

box that the learning model correctly designated as a positive, 

False Positive indicates a number of pixels of the bounding box 

that the learning model incorrectly designated as a positive, False 

negative indicates a number of pixels of the bounding box that the 

learning model did not designate as a positive but should have 

been designated as a positive. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1:  Flowchart of the system detecting a moved 

object.  
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Figure 2: Background. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Object added to the back ground. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Background difference image. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Detected object surrounded by a bounding box. 

 

 

2.4 Results and Discussion 

The average precision/recall/F-measures were 0.91, 0.90, and 

0.91, respectively. The results indicate that the system’s model 

efficiently detected the object. 

Generally, when a system discriminates an object, it is 

necessary to create the teaching data by accumulating a large 

number of photographs from many angles in advance. However, 

in our system, the object could be discriminated only by two 

cameras without a preliminary teaching data. Namely, if two 

cameras are set in the room, the appearance and/or disappearance 

of an object will be detected. 

 

4 CONCLUSIONS 

In this paper, we proposed a model that detects and 

discriminates a moved object in three-dimensional space using the 

images taken by two cameras and the background difference 

method. The timestamps on the images were used to identify the 

movement of the object. Then, a model of the object was created 

without the use of a large number of photographs as teaching data, 

and the system used deep learning to successfully discriminate 

that object. In the near future, we will conduct an experiment 

using this system in a typical room. 
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