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ABSTRACT

How can progress in machine learning and reinforcement learning
be automated to generate its own never-ending curriculum of chal-
lenges without human intervention? The recent emergence of qual-
ity diversity (QD) algorithms offers a glimpse of the potential for
such continual open-ended invention. For example, novelty search
showcases the benefits of explicit novelty pressure, MAP-Elites
and Innovation Engines highlight the advantage of explicit elitism
within niches in an otherwise divergent process, and minimal cri-
terion coevolution (MCC) reveals that problems and solutions can
coevolve divergently. The Paired Open-Ended Trailblazer (POET)
algorithm introduced in this paper combines these principles to
produce a practical approach to generating an endless progression
of diverse and increasingly challenging environments while at the
same time explicitly optimizing their solutions. An intriguing impli-
cation is the opportunity to transfer solutions among environments,
reflecting the view that innovation is a circuitous and unpredictable
process. POET is tested in a 2-D obstacles course domain, where it
generates diverse and sophisticated behaviors that create and solve
a wide range of environmental challenges, many of which cannot
be solved by direct optimization, or by a direct-path curriculum-
building control algorithm. We hope that POET will inspire a new
push towards open-ended discovery across many domains.
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1 INTRODUCTION

While conventional machine learning (ML) and artificial life (alife)
have persisted historically as relatively disconnected pursuits with
differing ambitions, their separation is recently narrowing as some
of the themes emerging from alife-inspired research begin to inform
our understanding of long-term progress in machine learning as a
field. ML tends to mark progress through specific benchmarks or
challenge problems introduced by the community that are gradually
conquered and replaced by new benchmarks. For example, image
classification has progressed from the simple MNIST benchmark
[33] to breakthrough achievements like human-level performance
in ImageNet [11]. In reinforcement learning (RL) [59], modest be-
ginnings in pole balancing [1] have given way to learning to play
Atari from pixels [3]. In effect we see in hindsight trails of stepping
stones laid by the community, each in turn solved as a singular
objective.

What alife offers in this never-ending gauntlet is a lens on the
question of the scalability of such a process over vast spans of
progress. Beginning with the introduction of novelty search [38],
we have seen in the field a steady loss of confidence in the idea
that we can reliably set objectives, or even know what the right
objectives are, and pursue them to ambitious ends [65]. This grow-
ing realization points back to the broader strategic approach to
the field of machine learning as whole-we may need at some
point to liberate our algorithms from static objectives, and even
from externally-imposed benchmarks entirely, so that they may
autonomously generate their own stepping stones to the farthest
reaches of possibility.

At a practical level, in the years since the introduction of novelty
search [38], a new field has gradually emerged around the idea
of quality diversity (QD). The core idea in this field is to develop
algorithms that return not only the best or a set of best performers
on some problem, but instead a broad diversity of behaviors that are
still as high in quality as possible given such diversity [9, 37, 42, 45].
For example, Cully et al. [9] evolve a wide diversity of gaits for a
hexapod robot, where each gait is the best possible for a different
way of walking, such as not using one leg or a pair of legs. This
kind of repertoire is useful because it can then be used to select the
best controller as circumstances change in the environment or if
the robot becomes damaged.

While the practical side of QD is often emphasized in such results,
there is also a more fundamental and ambitious potential lurking
behind such algorithms, which is the possibility that they might
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become open-ended. Once we achieve algorithms that can continu-
ally gather an expanding set of functional and diverse behaviors, if
such a process could continue indefinitely and with increasing com-
plexity, QD begins to look like a conduit to open-ended evolution
[2, 32, 55, 58, 60]. We might want such an open-ended process be-
cause the chain that leads from the capabilities of computers today
to the most ambitious imaginable possibilities (e.g. general human-
level intelligence) could stretch across vast and inconceivable paths
of stepping stones. There are so many directions we could go, and so
many problems we could tackle, that the curriculum that leads from
here to the farthest reaches of computation is beyond the scope of
our present imagination. QD is inspiring in part because it offers a
potential path to algorithms that traverse those vast reaches. In the
shorter term, the implication of such algorithms is that, because
the stepping stones to ambitious solutions are unknown a priori,
they may reach solutions that could not be reached by any other
means—not even by a curriculum aimed at the same target.

Interestingly, the progress of recent years in QD has produced
several fundamental insights that could advance the push towards
open-endedness, but at the same time, there are caveats to each
advance that ultimately limit its path to open-ended innovation.
For example, novelty search [38], which is a key predecessor to QD,
pushes indefinitely towards novelty, but provides no assurance of
the quality of anything that is discovered. Novelty search with local
competition (NSLC) [37] and MAP-Elites [9, 42] rectify this limita-
tion by adding a quality pressure (hence ushering in QD in earnest),
but they still inevitably hit the limit of what is possible to discover
in the particular environment where they are run-there are only so
many novel ways a hexapod can walk. Interestingly, the coevolu-
tion [10, 14, 26, 44, 62] of environments with their solutions could
provide a natural remedy to the limitation of static environments. In
particular, minimal criterion coevolution [5] offers a counterpoint
to this limitation by allowing the environment itself to change, but
it does so while dropping any explicit push towards novelty or qual-
ity, relying instead entirely upon genetic drift. Innovation Engines
[43] highlight the opportunity to transfer high-quality solutions
from one objective among many to another, and the combinato-
rial multi-objective evolutionary algorithm (CMOEA) extends the
Innovation Engine to combinatorial tasks [24, 25]. Both show the
circuitous nature of serendipitous stepping stones, yet both are
ultimately limited by the number of objectives in the problem space
in which they are run.

This cohort of algorithms offers a number of powerful ideas—
pressure towards novelty, combining novelty and quality pressure,
coevolution of environments and solutions, transfer of solutions
among different objectives being optimized simultaneously-yet
each seems to lack in isolation something essential to genuine
open-endedness. In response, the Paired Open-Ended Trailblazer
(POET) algorithm introduced in this paper harnesses the insight
that the shortcomings of each of these ideas are naturally remedied
by the strengths of the others. That is, if the environment might
run out opportunities for new solutions, then we can coevolve new
environments with the solutions. If the coevolution of solutions and
environments is too reliant on drift, then we can add a push towards
novelty in environments and quality in the solutions to them. If
there are many environments with completely disjoint solutions,
then we can try transferring those solutions among them.
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POET is the first algorithm to seize the opportunity to pull all
these pieces together, with the result that increasingly diverse and
complex environments can be generated at the same time as their
solutions continually optimize to master them, leading to behaviors
that would be difficult to discover in any other way.

In this introduction of POET, it is evaluated in a simple 2-D
bipedal-walking obstacle-course domain in which the form of the
terrain is evolvable, from a simple flat surface to heterogeneous en-
vironments of gaps, stumps and rough terrain. The results establish
that (1) solutions found by POET for challenging environments can-
not be found directly on those same environmental challenges by
optimizing on them only from scratch; (2) neither can they be found
through a curriculum-based process aimed at gradually building up
to the same challenges POET invented and solved; (3) periodic trans-
fer attempts of solutions from some environments to others—also
known as “goal switching” [43]-is important for POET’s success;
(4) a diversity of challenging environments are both invented and
solved in the same single run. POET in effect reveals a rich land-
scape of new opportunities to investigate algorithms that invent
their own circuitous paths of problems and solutions to otherwise
inaccessible levels of achievement, and even open-endedness.

2 BACKGROUND

This section begins with foundational ideas in QD and then reviews
evolution strategies (ES) [47], which serves as the optimization
engine behind POET in this paper (though other reinforcement
learning algorithms could be substituted in the future).

2.1 Foundational Ideas

Population-based algorithms going back to novelty search (NS) [38]
that encourage behavioral (as opposed to genetic) diversity [9, 24,
25,42, 43, 45] have proven less susceptible to local optima, and thus
naturally align more closely with the idea of open-endedness as
they focus on divergence instead of convergence. These algorithms
are based on the observation that the path to a more desirable or
innovative solution often involves a series of waypoints, or stepping
stones, that may not increasingly resemble the final solution, and
are not known ahead of time.

Quality diversity (QD) algorithms [9, 37, 42, 45] elaborate on
NS by keeping track of many different niches of solutions that are
(unlike pure NS) being optimized simultaneously and in effect try
to discover stepping stones by periodically testing the performance
of offspring from one niche in other niches, a process referred to
as goal switching [43]. An approach called the Innovation Engine
[43] helps to cement the power of goal switching: It can evolve
a wide range of images in a single run that are recognized with
high-confidence as different image classes by a high-performing
deep neural network trained on ImageNet [31]. In that domain, the
Innovation Engine maintains separate niches for images of each
class, and periodically checks whether the best performer in one
class might be able to unseat the best performer in another. Interest-
ingly, the evolutionary path to performing well in a particular class
often must pass through other (oftentimes seemingly unrelated)
classes that ultimately serve as stepping stones to recognizable
objects [43]. POET will similarly harness goal-switching within
divergent search.
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It is also important to note, because POET will likely combine
with diverse RL algorithms in the future, that the idea of promoting
diversity and preserving stepping stones is also gaining prominence
in the RL literature. Examples include acquiring complex skills in RL
through diversity preservation by Eysenbach et al. [13], implement-
ing an NS-archive-like mechanism to overcome reward sparsity
by Savinov et al. [48], adding NS to ES [8], and the recent success
of storing diverse state-space discoveries in a QD-like manner in
Go-Explore [12] so that the search can return to them later.

One challenge remaining if conventional QD is to achieve open-
endedness is that although it applies pressure for ongoing diver-
gence in the solution space, the environment itself remains static,
limiting the scope of what can be found in the long run. Eventually,
for progress in ML to be truly automated, algorithms will need
to generate their own problems as well as solutions. The eventual
importance of generating problems recently has gained recognition
across a variety of related fields, such as goal generation [15] and
reverse curriculum generation in RL [16], intrinsically motivated
goal exploration processes (IMGEPs) [17], the POWERPLAY search
for an increasingly-general problem solver through new tasks [49],
and Teacher-Student Curriculum Learning [39]. The field of proce-
dural content generation (PCG) [52, 61] also offers inspiration for
generating new challenges (usually focused on gaming).

From an evolutionary perspective, one way to think about learn-
ing environments evolving along with their solutions is through
the coevolution [10, 14, 26, 44, 62] of the two. Following this prin-
ciple, an important predecessor to the POET algorithm in this pa-
per is the recent minimal criterion coevolution (MCC) algorithm
[5], which explores an alternative paradigm for open-endedness
through coevolution. In particular, it implements a novel coevolu-
tionary framework that pairs a population of evolving problems
(i-e. environmental challenges) with a co-evolving population of
solutions. Unlike conventional coevolutionary algorithms that are
usually divided between competitive coevolution [14] and coopera-
tive coevolution [62], MCC introduces a new kind of coevolution
that evolves two interlocking populations whose members earn the
right to reproduce by satisfying a minimal criterion [35, 53, 54] with
respect to the other population, as both populations are gradually
shifting simultaneously. The result in a demonstration coevolving
mazes and maze solvers is that the mazes increase in complexity and
the neural networks continually evolve to solve them [5]. However,
in MCC there is no force for optimization within each environment
(or maze in the example experiment). That is, once a maze is solved
there is no pressure to improve its solution; instead, it simply be-
comes a potential stepping stone to a solution to another maze.
There is also no opportunity for improvements in one environment
to transfer to another. In effect, MCC relies entirely on genetic drift,
whereas POET explicitly adds pressure for higher quality, as well as
the opportunity to transfer solutions through goal switching [43].

2.2 Evolution Strategies (ES)

In the POET implementation in this paper, ES plays the role of
the optimizer (although other optimization algorithms should also
work). Inspired by natural evolution, ES [46] represents a broad
class of population-based optimization algorithms. The method
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referred to here and subsequently as “ES” is a version of ES pop-
ularized by Salimans et al. [47] that was recently applied with
large-scale deep learning architectures to modern RL benchmark
problems. This version of ES draws inspiration from Section 6 of
Williams [64] (i.e. REINFORCE with multiparameter distributions),
as well as from subsequent population-based optimization methods
including Natural Evolution Strategies (NES) [63] and Parameter-
Exploring Policy Gradients (PEPG) [51]. More recent investigations
have revealed the relationship of ES to finite difference gradient
approximation [34] and stochastic gradient descent [66].

In the typical context of RL, we have an environment, denoted as
E(-), and an agent under a parameterized policy whose parameter
vector is denoted as w. The agent maximizes its reward, denoted as
E(w), as it interacts with the environment. In ES, E(w) represents
the stochastic reward experienced over a full episode of an agent
interacting with the environment. Instead of directly optimizing w
to maximize E(w), ES seeks to maximize the expected fitness over a
population of w, J(6) = E,,~p,(w)[E(W)], where w is sampled from
a probability distribution pg(w) parameterized by 6. The complete
derivation of the ES of Salimans et al. [47], and used by POET is
given in Section A.1 of Supplemental Information (SI), which also
gives the ES step pseudocode, shown in Algorithm 1 of SI.

ES has exhibited performance on par with some of the tradi-
tional, simple gradient-based RL algorithms on difficult RL domains
(e.g. DON [41] and A3C [40]), including Atari environments and
simulated robot locomotion [8, 47]. More recently, NS and QD al-
gorithms have been shown possible to hybridize with ES to further
improve its performance on sparse or deceptive deep RL tasks, while
retaining scalability [8], providing inspiration for its hybridization
within an CMOEA- and MCC-like algorithm in this paper.

3 THE POET ALGORITHM

POET is designed to facilitate an open-ended process of discov-
ery within a single run. It maintains a population of environments
(for example, various obstacle courses) and a population of agents
(for example, neural networks that control a robot to solve those
courses), and each environment is paired with an agent to form
an environment-agent pair. POET in effect implements an ongoing
divergent coevolutionary interaction among all its agents and en-
vironments in the spirit of MCC [5], but with the added goal of
explicitly optimizing the behavior of each agent within its paired
environment in the spirit of Innovation Engines [43] and CMOEA
[24, 25]. 1t also elaborates on the minimal criterion in MCC by
aiming to maintain only those newly-generated environments that
are not too hard and not too easy for the current population of
agents. The result is a trailblazer algorithm, one that continually
forges new paths to both increasing challenges and skills within
a single run. The new challenges are embodied by the new envi-
ronments that are continually created, and the increasing skills are
embodied by the neural network controllers attempting to solve
each environment. Existing skills are harnessed both by optimizing
agents paired with environments and by attempting to transfer
current agent behaviors to new environments to identify promising
stepping stones.

The fundamental algorithm of POET is simple: The idea is to
maintain a list of active environment-agent pairs EA_List that
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begins with a single starting pair (E™it(.), 6'"), where EMit is a
simple environment (e.g. an obstacle course of entirely flat ground)
and 6™t is a randomly-initialized weight vector (e.g. for a neural
network). POET then has three main tasks that it performs at each
iteration of its main loop: (1) generating new environments E(-)
from those currently active, (2) optimizing paired agents within
their respective environments, and (3) attempting to transfer cur-
rent agents 6 from one environment to another.

Generating new environments is how POET continues to pro-
duce new challenges. To generate a new environment, POET simply
mutates (i.e. randomly perturbs) the encoding (i.e. the parameter
vector) of an active environment. However, while it is easy to gen-
erate perturbations of existing environments, the delicate part is
to ensure both that (1) paired agents in the originating (parent)
environments have exhibited sufficient progress to suggest that
reproducing their respective environments would not be a waste
of effort, and (2) when new environments are generated, they are
not added to the current population of environments unless they
are neither too hard nor too easy for the current population. Fur-
thermore, priority is given to candidate environments that are most
novel, which produces a force for diversification that encourages
many different kinds of problems to be solved in a single run.

These checks together ensure that the curriculum that emerges
from adding new environments is smooth and calibrated to the
learning agents. In this way, when new environments do make
it into the active population, they are genuinely stepping stones
for continued progress and divergence. The population of active
environments is capped at a maximum size, and when the size of
the population exceeds that threshold, the oldest environments are
removed to make room (as in a queue). That way, environments do
not disappear until absolutely necessary, giving their paired agents
time to optimize and allowing skills learned in them to transfer to
other environments.

POET optimizes its paired agents at each iteration of the main
loop. The idea is that every agent in POET should be continually
improving within its paired environment. In the experiments in this
paper, each such iteration is a step of ES, though any reinforcement
learning algorithm could conceivably apply. The objective in the
optimization step is simply to maximize whatever performance
measure applies to the environment (e.g. to walk as far as possible
through an obstacle course). The fact that each agent-environment
pair is being optimized independently affords easy parallelization,
wherein all the optimization steps can in principle be executed at
the same time.

Finally, attempting transfer is the ingredient that facilitates seren-
dipitous cross-pollination: it is always possible that progress in
one environment could end up helping in another. For example,
if the paired agent 64 in environment EA(-) is stuck in a local
optimum, one remedy could be a transfer from the paired agent 88
in environment EB(-). If the skills learned in the latter environment
apply, it could revolutionize the behavior in the former, reflecting
the fact that the most promising stepping stone to the best possible
outcome may not be the current top performer in that environment
[42, 43, 57]. Therefore, POET continually attempts transfers among
the active environments. These transfer attempts are also easily
parallelized because they too can be attempted independently.
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Figure 1: A landscape from the Bipedal Walker environment

created by POET. Possible obstacles are stumps, gaps, stairs, and
surfaces with different amounts of roughness.

Each step of POET repeats environment generation and optimiza-
tion of paired agents. Transfer is attempted ever n steps (n = 25
in this paper’s implementation). Full pseudocode and complete
implementation details for POET are given in SI Section A.2.

As noted above, the independence of many of the operations
in POET, such as optimizing individual agents within their paired
environments and attempting transfers, makes it feasible to harness
the power of many processors in parallel. In the implementation
of the experiment reported here, each run harnessed 256 parallel
CPU cores. Our software implementation of POET (available at
https://github.com/uber-research/poet), allows such parallelization
over any number of cores.

Provided that a space of possible environmental challenges can
be encoded, the hope is that the POET algorithm can then start
simply and push outward in parallel along an increasingly difficult
frontier of challenges, some benefiting from the solutions to others.

4 EXPERIMENT SETUP AND RESULTS

An effective test of POET should address the hypothesis that it can
yield an increasingly challenging set of environments, many with
a satisfying solution, all in a single run. Furthermore, we hope to
see evidence for the benefit of cross-environment transfers. The
domain in this work is a modified version of the “Bipedal Walker
Hardcore” environment of the OpenAl Gym [6]. Its simplicity as a
2-D walking domain with various kinds of possible terrain makes it
easy to observe and understand qualitatively different ambulation
strategies simply by viewing them. Furthermore, the environments
are easily modified, enabling numerous diverse obstacle courses
to emerge to showcase the possibilities for adaptive specialization
and generalization. Finally, it is relatively fast to simulate.

4.1 Environment and Experiment Setup

The agent’s hull is supported by two legs (the agent appears on the
left edge of figure 1). The hips and knees of each leg are controlled
by two motor joints, creating an action space of four dimensions.
The agent has ten LIDAR rangefinders for perceiving obstacles and
terrain, whose measurements are included in the state space. The
14 other state variables include hull angle, hull angular velocity,
horizontal and vertical speeds, positions of joints and their angular
velocities, and whether legs touch the ground [6].

Guided by its sense of the outside world through LIDAR and its
internal sensors, the agent is required to navigate, within a time
limit and without falling over, across an environment of a generated
terrain that consists of one or more types of obstacles. These can
include stumps, gaps, and stairs on a surface with a variable degree
of roughness, as illustrated in figure 1. Reward is given for moving
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forward, keeping the hull straight, and minimizing motor torque:

-100, if robot falls
Reward per step = {130 x Ax — 5 x Ahull_angle
—0.00035 X applied_torque, otherwise.

The episode immediately terminates when the time limit (2,000
time steps) is reached, when the agent falls, or when it completes
the course. We define an environment as solved when the agent
both reaches the far end of the environment and obtains a score
> 230 (meaning the walker is reasonably efficient).

The three-layer neural network controller setup, which follows
Ha [21], and the ES hyperparameters are given in SI Section A.3.

4.2 Environment Encoding and Mutation

Intuitively, the system should begin with a single flat environment
whose paired policy can be optimized easily (to walk on flat ground).
From there, new environments will continue to be generated from
their predecessors, while their paired policies are simultaneously
optimized. The hope is that a wide variety of control strategies
and skill sets will allow the completion of an ever-expanding set of
increasingly complex obstacle courses, all in a single run.

To enable such a progression, a simple encoding represents the
search space of possible environments. There are five types of obsta-
cles that can be distributed throughout the environment: (1) stump
height, (2) gap width, (3) step height, (4) step number (i.e. number
of stairs), and (5) surface roughness. Three of these obstacles, e.g.
stump height, are encoded as a pair of parameters (or genes) that
form an interval from which the actual value for each instance of
that type of obstacle in a given environment is uniformly sampled.
As will be described below, in some experiments, some obstacle
types are intentionally omitted, allowing us to restrict the experi-
ment to certain types of obstacles. Table 2 in SI Section A.3 gives the
parameters for environmental initialization and mutation. When
selected to mutate for the first time, obstacle parameters are ini-
tialized to the corresponding initial values shown in Table 2 in SI
Section A.3. For subsequent mutations, an obstacle parameter takes
a mutation step (whose magnitude is given in Table 2), and either
adds or subtracts the step value from its current value. The value
of any given parameter cannot exceed its maximum value.

Because the parameters of an environment define a distribution,
the actual environment sampled from that distribution is the result
of a random seed. This seed value is stored with each environment
so that environments can be be reproduced precisely, ensuring
repeatability. (The population of many environments and the mu-
tation of environments over time still means that training overall
does not occur on only one deterministic environment.) With this
encoding, all possible environments can be uniquely defined by the
values for each obstacle type in addition to the seed that is kept
with the environment.

Any environments that meet the eligibility condition for repro-
duction are allowed to mutate to generate a child environment. In
our experiments, this condition is that the paired agent of the envi-
ronment achieves a reward of 200 or above, which indicates that
the agent can reach the end of the terrain (though slightly below
the full success criterion of 230). To create children, the set of eligi-
ble parent environments is sampled uniformly to choose a parent,
which is then mutated to form a child that is added to the list. This
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process is repeated until a maximum number of children is reached
(512 in our experiments). Each child is generated from its parent
by independently picking and mutating some or all the available
parameters of the parent environment and then choosing a new
random seed. The minimal criterion (MC) 50 < Echild(gehildy < 30
then filters out child environments that appear too challenging
or too trivial for the current capability level of agents. In case the
number of child environments that satisfy the MC is more than
the maximum number of children admitted per reproduction, those
with lower scores (indicating more room to improve) are admitted
until the cap is reached. Algorithmic details are in Algorithm 3 (SI
Section A.2.1).

4.3 Results

Many of the behaviors reported in this section can be seen in the
video at https://youtu.be/D1IWWhQY9N4g.

An important motivating hypothesis for POET is that the step-
ping stones that lead to solutions to very challenging environments
are more likely to be found through a divergent, open-ended pro-
cess than through a direct attempt to optimize in the challenging
environment. Indeed, if we take a particular environment evolved
in POET and attempt to run ES (the same optimization algorithm
used in POET) on that specific environment from scratch, the result
is often premature convergence to degenerate behavior. The first
set of experiments focus on this phenomenon by running POET
with only one obstacle type enabled. That way, we can see that
even with a single obstacle type, the challenges generated by POET
(which POET solves) are too much for ES on its own.

In separate runs, POET generated environments with varying
gaps, surface roughness, stump heights, and staircase configura-
tions. We then chose challenging environments for each one of
these that were generated and solved by POET. For one environ-
ment from each of the four single-obstacle types of environments,
we ran ES five times with different initialization and random seeds
up to 16,000 ES steps (which is twice as long as Ha [21] gives agents
in the same domain with ES; in our experience all ES runs converge
long before this point). Such ES-optimized agent consistently get
stuck at local minima in these environments. The maximum scores
out of the five ES runs for the gap, roughness, stump, and staircase
environments are 17.9, 39.6, 13.6, and 24.0 respectively, far below
the success threshold of 230 that POET exceeds in each case. The
result is similar for a hybrid environment from a multi-obstacle
run of POET with roughness, gaps, and stumps, where ES achieves
a maximum score of just 19.2 on a POET-generated environment
where POET exceeds 230 (figure 5 in SI Section A.4). Statistical
testing (detailed in SI Section A.4) confirms that in all cases the
scores of agents optimized by ES alone are very unlikely to be from
a distribution near the POET-level solutions (p < 0.01). Note that
ES had previously been shown to be a competent approach [20]
on the original Bipedal Walker Hardcore environment in OpenAl
Gym, which, as illustrated later in Table 1, consists of similar, but
much less difficult obstacles. The implication is that the challenges
generated and solved by POET are significantly harder than the
original Hardcore environment and ES alone is unable to solve
them. Several examples of POET-solved environments where ES
gets stuck are shown in figure 2. SI Section A.4 includes additional
visualizations and statistics illustrating this result.
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Figure 2: POET creates challenging environments and cor-
responding solutions that cannot be obtained by optimizing
randomly initialized agents by ES. As illustrated in the top row
of (a) and the left panels of (b) and (c), agents directly optimized
by ES converge on degenerate behaviors that give up early in the
course. In contrast, POET not only creates these challenging en-
vironments, but also learns agents that overcome the obstacles to
navigate effectively, as shown in the bottom row of (a) and right
panels of (b) and (c).

One interpretation of POET’s ability to create agents that can
solve challenging problems is that it is in effect an automatic cur-
riculum builder. Building a proper curriculum is critical for learning
to master tasks that are challenging to learn from scratch due to
a lack of informative gradient. However, building an effective cur-
riculum given a target task is itself often a major challenge. Because
newer environments in POET are created through mutations of
older environments and because POET only accepts new environ-
ments that are not too easy and not too hard for current agents,
POET implicitly builds a curriculum for learning each environment
it creates. The overall effect is that it is building many overlapping
curricula simultaneously, and continually checking whether skills
learned in one branch might transfer to another.

A natural question then is whether the environments created
and solved by POET can also be solved by an explicit, direct-path
curriculum-building control algorithm. To test this approach, we first
collect a sample of environments generated and solved by POET,
and then apply the direct-path control to each one separately to
see if it can reach the same capabilities on its own. In this control,
the agent is progressively trained on a sequence of environments
of increasing difficulty that move towards the target environment.
This kind of incremental curriculum is intuitive and variants of it
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Top Value Top Value
inrange of  inrange of Roughness
Stump Height Gap Width
This Work >24 > 6.0 > 4.5
Reference 2.0 3.0 1.0

Table 1: Difficulty level criteria. The difficulty level of an envi-
ronment is based on how many conditions it satisfies out of the
three listed here. The reference in the second row shows the corre-
sponding top-of-range values used in the original Hardcore version
of Bipedal Walker in OpenAI Gym [30].

appear in both the evolutionary and ML literature when a task is
too hard to learn directly [4, 18, 22, 27, 28]. The sequence of envi-
ronments starts with an environment of only flat ground without
any obstacles (which is easy enough for any randomly-initialized
agent to quickly learn to complete). Then each of the subsequent
environments are constructed by slightly modifying the current
environment. More specifically, to get a new environment, each ob-
stacle parameter of the current environment has an equal chance of
staying the same value or increasing by the corresponding mutation
step value in Table 2 (in SI the same step sizes used by POET) until
that obstacle parameter reaches that of the target environment.

In this direct-path curriculum-building control, the agent moves
from its current environment to the next when its score in the cur-
rent environment reaches the reproduction eligibility threshold for
POET, i.e. the same condition for when an environment reproduces
in POET. The control algorithm optimizes the agent with ES (just
as in POET). It stops when the target environment is reached and
solved, or when a computational budget is exhausted. To be fair,
each run of the control algorithm is given the same computational
budget (measured in total number of ES steps) spent by POET to
solve the environment, which includes all the ES steps taken in the
entire sequence of environments along the direct line of ancestors
(taking into account transfers) leading to the target.

The direct-path curriculum-building control is tested against a
set of environments generated and solved by POET that encompass
a range of difficulties. For these experiments, the environments
have three obstacle types enabled that can be combined in the same
obstacle course: gaps, roughness, and stumps. To provide a princi-
pled framework for choosing the set of generated environments to
analyze, they are classified into three difficulty levels. The difficulty
level of an environment is based on how many conditions it sat-
isfies out of the three listed in Table 1. In particular, a challenging
environment satisfies one of the three conditions; a very challeng-
ing environment satisfies two of the three; and satisfying all three
makes an environment extremely challenging. It is important to
note that these conditions all merit the word “challenging” because
they all are much more demanding than the corresponding values
from the original Hardcore version of Bipedal Walker in OpenAlI
Gym [30] used in Ha [21] (denoted as reference in Table 1).

In this experiment, each of three runs of POET takes up to 25,200
POET iterations with a population size of 20 active environments,
while the number of sample points for each ES step is 512. These
runs each take about 10 days to complete on 256 CPU cores. The
mean (with 95% confidence intervals) POET iterations spent on
solving challenging, very challenging, and extremely challenging
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Figure 3: POET versus direct-path curriculum-building con-
trols. Each rose plot depicts one environment that POET created
and solved (red pentagon). For each, the five blue pentagons indicate
what happens in control runs when the red pentagon is the target.
Each blue pentagon is the closest-to-target environment solved by
one of the five independent runs of the direct-path control algo-
rithm. The five vertices of each pentagon indicate the environment
parameters (see key, upper-left). The value after MAX in the key is
the maximum value at the outermost circle for each type of obstacle.
Each column contains sample solved environments from a single
independent run of POET.

environments starting from the iteration when they were first cre-
ated are 638 + 133, 1,180 + 343, and 2,178 + 368, respectively. Here,
one POET iteration refers to creating new environments, optimiz-
ing current paired agents, and possibly (i.e. every 25 iterations)
attempting transfers (i.e. lines 4-25 in Algorithm 2 in SI). The more
challenging environments clearly take more effort to solve.
Figure 3 compares the POET environments and the direct-path
curriculum-building control algorithm through a series of rose plots,
each of which compares the configuration of an environment solved
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by POET (red pentagons) with the closest that the direct-path con-
trol could come to that configuration (blue pentagons). For each red
pentagon there are five such blue pentagons, each representing one
of five separate attempts by the control to achieve the red pentagon
target. The five vertices of each pentagon indicate roughness, the
lower and upper bounds of the range of the gap width, and those
of the stump height, respectively. Each column in figure 3 consists
of six representative samples (red pentagons) of environments that
a single run of POET up to 25,200 iterations created and solved. As
the rows descend from top to bottom, the difficulty level decreases
(all are randomly sampled from targets generated and solved at each
difficulty level in each run). Figure 3 clearly shows that attempts by
the direct-path control consistently fail to reach the same difficulty
level as environments that POET generated and solved.

To more precisely quantify these results, we define the nor-
malized distance between any two environments, E4 and Eg as
%“ e(Ea)—e(Ep)

e(Enax)
and Ejjay is a hypothetical environment (for normalization purpose)

with all genetic encoding values maxed out. (The maximum values
are roughness = 8, Gap_lower = Gap_upper = 8, Stump_lower
= Stump_upper = 3.) The constant = V5 is simply for normal-
ization so that the distance is normalized to 1 when E4 = Epax
and Ep is a purely flat environment (roughness zero) without any
obstacles (i.e. an all-zero genetic encoding vector). Based on this
distance measure, we can calculate the median values and statistics
of distances between target environments (created and solved by
POET) and the corresponding closest-to-target environments that
the control algorithms can solve.

An analysis of the results is based on the distance between the
closest environment reached by the direct-path control and the POET-
generated target. First, we can examine whether that distance is
significantly greater the higher the challenge level. Indeed, Mann-
Whitney U tests show that the difference between such distances
between challenging and very challenging environments is indeed
very significant, as is the difference between such distances be-
tween very challenging and extremely challenging (p < 0.01 for
both). This test gives a quantitative confirmation of the intuition
that these challenge levels are indeed meaningful, and the higher
they go, the more out of reach they become for the control. Second,
a single-sample t-test (which was previously used when compar-
ing POET to the ES-alone control, detailed in SI Section A.4) can
also here provide confidence that the distances from the targets
are indeed far in an absolute sense: indeed, even at the lowest
challenge level (and for all challenge levels), the one-sample t-test
measures high significance (p < 0.01) between the distribution of
distances from the target and the target level. Qualitatively, the
main result is that POET creates and solves environments that the
control algorithm fails to solve at very and extremely challenging
difficulty levels, while the curriculum-based control algorithm can
sometimes (though not always) solve environments at the lowest
challenge level. One implication of these results is that the direct-
path curriculum-building control is valid in the sense that it does
perform reasonably well at solving minimally challenging scenar-
ios. However, the very and extremely challenging environments
that POET invents reach significantly beyond what the direct-path
curriculum can match.

|2, where e(E) is the genetic encoding vector of E,



GECCO ’19, July 13-17, 2019, Prague, Czech Republic

In aggregate, the results from the direct-path curriculum-building
control help to show quantitatively the advantage of POET over
conventional curriculum-building. In effect, the ability to follow
multiple chains of environments in the same run and transfer skills
among them pushes the frontier of skills farther than a single-chain
curriculum can push, hinting at the limitations of preconceived
curricula in general.

A fundamental problem of a pre-conceived direct-path curricu-
lum (like the control algorithm above) is the potential lack of neces-
sary stepping stones. In particular, skills learned in one environment
can be useful and critical for learning in another environment. Be-
cause there is no way to predict where and when stepping stones
emerge, the need arises to conduct transfer experiments (which
POET implements) from differing environments or problems [43].

To give a holistic view of the success of transfer throughout
the entire system, we count the number of replacement attempts
during the course of a run, which means the number of times an
environment took a group of incoming transfer attempts from all
the other active environments. The total number of such replace-
ment attempts in RUN 1, RUN 2, and RUN 3 (labelled in Figure 3)
are 18,894, 19,014, and 18,798, respectively, out of which, 53.62%,
49.26%, 48.89%, respectively, are successful replacements. Note that
each replacement attempt here encompasses both the direct transfer
and proposal transfer attempts. These statistics show how perva-
sively transfer permeates (and often adds value to) the parallel paths
explored by POET.

While transfer is pervasive, that does not in itself prove it is
essential. To demonstrate the value of transfer, a control is needed:
We relaunched another three POET runs, but with all the trans-
fers disabled (which we call POET without transfer). In this variant,
POET runs as usual, but simply never tries to transfer paired so-
lutions from one environment to another. We can then calculate
the coverage of the environments that are created and solved by
POET and the control, respectively, following a similar metric as de-
fined in Lehman and Stanley [37]: We first uniformly sample 1,000
challenging, 1,000 very challenging, and 1000 extremely challenging
environments. For each of the total 3,000 sampled environments,
the distance to the nearest one of the challenging, very challenging,
or extremely challenging environments created and solved by POET
(and by the control, respectively) is calculated. Note that the better
covered the environment space is, the lower the sum of all such
nearest distances will be. The result is that the coverage of envi-
ronments created and solved by POET is significantly greater than
by POET without transfer (p < 2.2e—16 based on Mann-Whitney
U test). In an even more dramatic statistic showing the essential
role of transfer in open-ended search, in POET without transfer, no
extremely challenging environments are solved at all. Figure 7 in SI
Section A 4.1 illustrates this stark contrast.

Finally, one of the primary hypothesized benefits of POET is
its ability to produce a broad diversity of different problems with
functional solutions in a single run. All three POET runs created and
solved sufficiently diverse environments to cover all three challenge
levels. For example. the environments (depicted as red pentagons)
shown in each column of Figure 3 are created and solved in a single
run of POET. Each such column exhibits diversity in the values
and/or value ranges in roughness, gap width of gaps, and height of
stumps. Figure 8 in SI Section A.4.2 gives a more visual depiction of
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the range of environments solved in a single run. The diversity of
environments also implies diverse experiences for the agents paired
with them, who in turn thereby learn diverse walking gaits. This
diversity then supplies the stepping stones that fuel the mutual
transfer mechanism of POET.

5 DISCUSSION AND FUTURE WORK

POET is an attempt to move further down the road towards open-
ended systems. While the road remains long, the rewards for ma-
chine learning of beginning to capture the character of open-ended
processes is potentially high. First, as the results show, there is the
opportunity to discover capabilities that could not be learned in any
other way, even through a carefully crafted curriculum targeted
at the desired result. In addition, a diversity of such results can
be generated in a single run, and the problems and solutions can
both increase in complexity over time. Furthermore, POET is self-
generating multiple curricula simultaneously, all while leveraging
the results of some as stepping stones to progress in others.

POET becomes more interesting the more unbounded its problem
space becomes. The present space of 2-D walking environments
is limited by the maximal ranges of the genomes describing the
environment. Much more flexible, or even unbounded environment
encodings, such as an indirect encoding like compositional pattern-
producing networks (CPPNs) [56], can potentially enable POET to
traverse a far richer problem space.

While ES optimizes solvers in this paper for various tasks under
POET, and underlies the main transfer mechanism, POET can in
principle be instantiated with other evolutionary algorithms and
in fact with any RL or optimization algorithm, including those
outside evolutionary computation—an intriguing opportunity to
merge evolutionary computation with other fields to achieve open-
endedness. Policy gradient methods [50], Q-learning [41], genetic
algorithms, other variants of ES, diversity-promoting algorithms
such as QD [9, 37, 42, 45] and NS [38], including NS-/NSRA-ES [8],
and many other such algorithms are all viable alternatives.

POET could substantially drive progress in the field of meta-
learning, wherein neural networks are exposed to many different
problems and get better over time at learning how to solve new
challenges (i.e. they learn to learn). Meta-learning requires access
to a distribution of different tasks, and that traditionally requires a
human to specify this task distribution, which is costly and may not
be the right or best distribution on which to learn to learn. Gupta
et al. [19] note that the performance of meta-learning algorithms
critically depends on the distribution of tasks they meta-train on,
and POET can offer a divergent engine to create such task diversity.
POET can also be extended to take a more explicit approach to
optimizing for generality, such as in CMOEA [24].

Finally, it is exciting to consider for the future the rich potential
for surprise in all the possible domains where POET might be
applied. For example, 3-D parkour was explored by Heess et al.
[23] in environments created by humans, but POET could invent
its own creative parkour challenges and their solutions. The soft
robots evolved by Cheney et al. [7] would also be fascinating to
combine with ever-unfolding new obstacle courses. The scope is
broad for imagination and creativity in the application of POET.
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