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Computer Vision

v The “art” of making computers see (and understand what 
they see)

v Computer vision vs image processing
v Sub-topics:

• Image acquisition
• Image enhancement
• Image segmentation
• 3D-information recovery/feature extraction
• Image understanding
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Application Taxonomy

v EC techniques
• GA, GP, ES, EP, PSO, DE, LCS, EMO, EDA, etc.

v Solution types
• Optimisation of parameters of specific solutions  (using GA, ES, 

PSO…) 
Related with a well-defined task or for a whole system

• Generation of solutions from scratch (GP, …) 
Performance optimization based on specific objective functions
It is difficult to choose a model with reasonable assumptions

v Role of EC techniques
• Interactive qualitative comparisons between solutions
• Generation of emergent collective solutions

Achievement of higher-level and complex tasks from collective use of trivial, 
local, hard-wired behaviours: generation of full EC-based solutions, NOT 
parameter optimization tasks

Applications 

vEC techniques: GP, PSO, LCS, EMO
vImage Analysis

• Object tracking
• Edge detection
• Segmentation
• Motion detection
• Object/digit recognition

vEnglish stress detection(signal processing)
vPattern Recognition: feature selection and 

biomarker detection

Evolutionary Deep Learning for 
Image Classification (Part I)

Evolutionary Deep Learning

v Deep Learning – personal view
• Definition 
• NN-based deep learning
• Non-NN type deep learning

v Evolutionary Deep Learning – personal view
• evolving NNs/neuro-evolution à evolutionary deep learning
• GAs/PSO/GP for evolving NNs
• GP for deep learning

v Examples of EvoDL for Image Classification
• GAs for evolving auto-encoders for image classification
• GAs for evolving CNNs for image classification
• PSO for evolving CNNs for image classification
• Surrogate based method for EvoDL acceleration
• GP for evolving deep structures for image classification

v Summary
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Deep Learning -- Overview

v It aims at learning hierarchical/meaningful representations through a
deep and non-linear transformation

Stanford emotion analysis Google Translate

n SPEECH：Lower the error rate by 30%, which is a most 
big breakthrough

n VISION：Error rate from 26% to 15% in ImageNet
n NATURE LANGUAGE PROCESSING：Deep auto-encoders

F
I
E
L
D

P
R
O
D
U
C
T

Microsoft VoiceGoogle voice assistant

AI = ML = DL = DNNs = CNNs ？

Deep Learning -- Definition

v What is “Deep Learning”? Deep Learning = Deep Neural Networks?

Deep Learning – Definition [Zhou] Deep Learning – My View

v Layer-by-layer processing
v Feature transformation 

• Feature extraction
• Feature construction
• Feature learning

v Sufficient model complexity
• Complexity ≠ the number (#) of nodes, layers
• Including function complexity
• Not necessarily symmetrical

v #examples? 
v Interpretation?
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Deep Learning Methods

Deep
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Algorithms)
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Recurrent

Long-short
Term

Memory
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Deep
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Convolutional Neural Networks

v Supervised Deep Learning method, dominant DL algorithm
v Rumelhart and PDP Group’s T-C Problem of weight Sharing [Chap 8,1986]
v Yan LeCun’s SWNNs [1989, 90, …]
v A CNN is composed of multiple convolutional layers, pooling layers and fully-

connected layers [1998?]
v State-of-the-art CNNs: VGG (2015), ResNet (2015), DenseNet [2016]

Architecture of LeNet-5

Deep Belief Networks, Deep (Stacked) Auto-
encoders, and LSTMs
v Pioneering work on Deep Learning

• A Fast Learning Algorithm for Deep Belief Nets
Published in Neural Computing, 2006, Hinton and etc.,

v Unsupervised Deep Learning method (DRBMs)

Geoffrey Hinton

LSTM

Non-NN Deep Learning

v Deep Convex Net [2011]
v PCA Net [2014/15]
v Deep FisherNet [2016]
v Deep Forest learning [2017]
v Genetic Programming based Deep 

Structures/Learning
• 2012: GP is doing (evolutionary) deep learning
• 2018: EC is deep learning
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Disadvantages of NN-based DL methods

v Too many hyper-parameters
v Currently, gradient-based algorithms are used to train the weights
v Model complexity fixed once structure decided; usually, more than 

sufficient
v Big training data required
v Theoretical analysis difficult
v Blackbox and interpretation hard 
v Architectures of state-of-the-art NN DL methods are manually designed

• ResNet, DensNet, VGG, Maxout, Highway, GPT, All CNN
Issues:
• Increasingly deep and complex
• Require expertise in both DNNs and the problem domain
• Computationally expensive

v EC) methods work well in addressing non-convex/no-differentiable
problems, and do not require domain knowledge

Automated Design of Deep Neural Networks using EC!!!

Evolutionary Deep Learning 

v Three stages: 
• evolving NNs à
• neuro-evolution à
• evolutionary deep learning

v GAs/PSO/DE/GP for evolving DNNs

v GP for deep learning

Evolutionary Deep Learning – EC for Evolving NNs

v EC methods have been successfully used to optimize the architecture
and even the weights of neural networks over 20 years ago (Yao 1999)

• Neuro-genetic evolution (Ronald 1994), Cellular Encoding (Gruau 1994)
• GNARL (Angeline 1994), EPNet (Yao 1997), NEAT (Stanley and Miikkulainen

2002)
• HyperNEAT (Stanley 2008), ES-HyperNEAT (Risi, Stanley 2012)
• EANT/EANT2 (Kassahun and Sommer 2005), (Siebel and Sommer 2007)
• ICONE (Rempis 2012), DXNN (Sher 2012), SUNA (Vargas 2016), MABE (Bohm

2016)
• CMA-HAGA (Rostami 2016/17), …

v Neural networks were typically shallow and have a small number of
parameters

v NEAT and its variants are capable of address the problem regarding
median-scale neural networks

v Recently, a number of EC-based new methods have been proposed to
automatically evolve/learn DNNs

Evolving Unsupervised DNN

v One method using GA to automatically evolve unsupervised DNN
v The goal is achieved by two stages:

• Architecture and initialized weights are evolved for building blocks
• Stacked building blocks stacked are trained by Stochastic Gradient Descent

Yanan Sun, Gary G. Yen, Zhang Yi, "Evolving Unsupervised Deep Neural Networks for Learning Meaningful Representations". IEEE Transactions 
on Evolutionary Computation. DOI:10.1109/TEVC.2018.2808689.
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Evolving Unsupervised DNN

v Evolved building blocks are stacked with the architecture and weight
initialization values

v Using SGD to achieve the best performance of the deep model

EvoCNN

v One method using GA to evolve the architectures and the weight
initialization of CNNs

v Designed a variable-length individual method encoding CNNs with
unequal depths

v Proposed a crossover operator for individuals with different lengths
v Train the individual with a small number of epochs to find the potentially

better one
v Find the best one when the evolutionary process terminates, and then

fully trained it for the best performance
v Representation:

Sun, Yanan, Bing Xue, and Mengjie Zhang. "Evolving deep convolutional neural networks for image classification.". IEEE Transactions on Evolutionary 
Computation. 2019. DOI: 10.1109/TEVC.2019.2916183 

EvoCNN

v Crossover operation is composed of three phases: UC, UAC and UR

EvoCNN

v Comparisons on the FASHION dataset
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EvoCNN

v Comparisons on the MNIST variants

AE-CNN

v An automation method for CNN architecture design based on blocks
v The blocks are the build blocks of state-of-the-art CNNs (ResNet and

DenseNet)

v Each gene denotes one type of block and its associated parameters, the 
fully-connect layer is not used, using variable-length encoding strategy

Yanan Sun, Bing Xue, Mengjie Zhang, Gary G. Yen. Completely automated CNN architecture design based on blocks. IEEE Transactions on Neural 
Networks and Learning Systems, DOI: 10.1109/TNNLS.2019.2919608.

AE-CNN

v Fully training each individual and using the classification accuracy as the
fitness, compared with state-of-the art CNNs, semi-auto NAS, and Auto
NAS

Genetic CNN

v One method using GA evolving CNNs
v The encoding process is composed of multiple stages
v The maximum number of stages must be predefined, which reflects the

depth of the evolved CNN
v Each individual is directed trained from scratch
v Individuals have the equal lengths

Lingxi Xie and Alan Yuille, “Genetic CNN,” in Proceedings of 2017 IEEE International Conference on Computer Vision, Venice, Italy, 2017, pp.1388–
1397.
(John-Hopskins Uni, USA)
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Large-scale Evolution

v One method using GA to evolve architectures of
CNNs

v Individuals are with unequal lengths
v Only mutation operation, no crossover operation

• During mutation, the setting of one convolutional operation
could be changed, removing or adding new connections

• Large-scale Evolution defined 12 operations for mutation
v Fitness is the classification accuracy in terms of image

classification tasks
v Weights are inherited from the parent individual
v A set of predefined convolutional operations are

provided
Esteban Real, Sherry Moore, Andrew Selle, Saurabh Saxena, Yutaka Leon Suematsu, Jie Tan, Quoc Le and Alex Kurakin, “Large-scale 
evolution of image classifiers,” in Proceedings of Machine Learning Research, Sydney, Australia, 2017, pp. 2902–2911.
Google DeepMind

Large-scale Evolution

v Evolutionary process

Hierarchical Evolution

v One method using GA to evolve architectures of
CNNs

v The whole architecture is evolved by several steps
v In each step, only a small architecture is evolved
v Multiple small architectures are stacked to form a

big/deep architecture

Hanxiao Liu, Karen Simonyan, Oriol Vinyals, Chrisantha Fernando and Koray Kavukcuoglu, “Hierarchical representations for efficient 
architecture search,” in Proceedings of 2018 Machine Learning Research (ICML), Stockholm, Sweden, 2018.

Hierarchical Evolution

v In the first step, a set of primitive operations is provided
• 1x1 convolution of C channels
• 3x3 depth-wise convolution
• 3x3 separable convolution of C channels
• 3x3 max-pooling
• 3x3 average-pooling
• Identify

v Randomly select several primitive operations, and then use a
Directed Acyclic Graph to denote the connection between selected
operations
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Hierarchical Evolution

v In the second step, the best one found in the previous step is as a new
primitive operation, and do the same evolutionary process

CGP-CNN

v One genetic programming approach evolving architectures of CNNs
v By providing a set of primitive operations, the Cartesian genetic

programming is used to evolve different connections between the
primitive operations

Masanori Suganuma, Shinichi Shirakawa and Tomoharu Nagao, “A genetic programming approach to designing convolutional neural network 
architectures,” in Proceedings of the Genetic and Evolutionary Computation Conference. ACM, 2017: 497-504. Extended version in ECJ.

CGP-CNN

v In encoding process, each operation is encoded by
three unit, the first is the index, the second and the
third refers to the indices of its input

v Each one is converted to the CNN for fitness
evaluation on image classification task, the fitness is
the corresponding classification accuracy

CGP-CNN: Example Evolved Networks
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PSOAO

v A PSO method to evolve architectures of the Flexible
Convolutional Auto-encoder

• A traditional convolutional auto-encoder has one encoder and one
decoder
– one encoder is composed of on convolutional layer and on pooling layer
– one decoder contains only one de-convolutional layer
– State-of-the-art CNNs do not have such architectures

• In the flexible convolutional auto-encoder
– its encoder has multiple convolutional layers and pooling layers
– It can form the state-of-the-art CNNs
– but its architecture is not easy to manually tune

v Particles with different lengths to represent different flexible 
convolutional auto-encoders

v In PSOAO, a x-reference velocity updating strategy is proposed
Yanan Sun, Bing Xue and Mengjie Zhang, “A particle swarm optimization-based flexible convolutional auto-encoder for image classification,” IEEE 
Transactions on Neural Networks and Learning Systems. Volume 30, Issue 8, 2019. pp. 2295 - 2309.  DOI: 10.1109/TNNLS.2018.2881143 

PSOAO

v In x-reference, gBest and
pBest adopt the length of
the current particle

v If the lengths of gBest
and pBest exceed that of
the current particle,
truncation is performed,
otherwise zeros are
padded

PSOAO

v The performance of flexible convolutional auto-encoder outperforms state-
of-the-art auto-encoders and convolutional auto-encoders

IPPSO

v A PSO to effectively evolve the architectures of CNNs
v The encoding strategy is based on IP protocol
v Binary string is used to encode the architecture
v Masks are used to disable/enable the corresponding unit

Bin Wang, Yanan Sun, Bing Xue, Mengjie Zhang, “Evolving deep convolutional neural networks by variable-length particle swarm optimization for image 
classification,” Proceedings of 2018 IEEE Congress on Evolutionary Computation. Rio de Janeiro, Brazil. 8-13 July 2018. pp. 1514-1521. 
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IPPSO

v Best on MDRBI
v Second Best on MB
v Fifth on Convex

E2EPP

v Almost all state-of-the-art NAS methods train the new architecture from 
scratch

v Training even one architecture on modern dataset consumes hours to 
days on GPU servers

v This is computationally expensive problem
• EC researchers have developed a number of promising algorithms
• The random forest technique is used to predict the performance of each newly 

generated architecture

Yanan Sun, Handing Wang, Bing Xue, Yaochu Jin, Gary G. Yen, Mengjie Zhang. Surrogate-Assisted Evolutionary Deep Learning Using an End-to-End 
Random Forest-based Performance Predictor. IEEE Transactions on Evolutionary Computation, Vol. 24, Issue 2, 2020.  pp. 350 – 364. 
DOI:10.1109/TEVC.2019.2924461.

E2EPP

v This is an off-line surrogate-assisted method

E2EPP

v Integrated into AE-CNN, the performance of E2EPP is investigated
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E2EPP

v The overall performance compared with state-of-the-art CNNs and NAS 
methods

Graph-based Approach
v Encoding

Gonglin Yuan, Bing Xue, and Mengjie Zhang. " A Graph-Based Approach to AutomaticConvolutional Neural Network Construction forImage
Classification ". Proceedings of 2020 the 35th International Conference on Image and Vision Computing New Zealand (IVCNZ 2019). IEEE 
Press. Wellington, New Zealand, 25-27 December, 2020

Results MOPSO for Evolving Deep CNN

v Representation/Encoding

v Objectives:
- Classification accuracy 
- Number of FLOPs (floating point operations) --- reflect the computational cost of both 

training and inference

v OMOPSO (M. R. Sierra and C.Coello Coello, 2005)
v Speedup the training

- Stop training if accuracy does not increase for 10 epochs
- prevent the same CNN from the duplicate training
- Infrastructure 

Wang, Bin, Yanan Sun, Bing Xue, and Mengjie Zhang. "Evolving deep neural networks by multi-objective particle swarm optimization for 
image classification." In Proceedings of the Genetic and Evolutionary Computation Conference, pp. 490-498. 2019.
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MOPSO for Evolving Deep CNN ME-SD-BDC

• Look for skip-connections for more dynamic structures

• ME-SD-BDC – Adjacency Matrix Encoding

- Each individual encoded as a 3×#×# Boolean adjacency 
matrix, where ! = ℓ"#

$⋅& + 2

Damien O'Neill, Bing Xue, and Mengjie Zhang. "Neural architecture search for sparse DenseNets with dynamic compression." In Proceedings 
of the 2020 Genetic and Evolutionary Computation Conference, pp. 386-394. 2020.

ME-SD-BDC: Results

• Improves DenseNet-BC performance on CIFAR100 and CIFAR10 by refining skip-
connection structure, with modest complexity increase

• Analysed networks for insight into novel skip-connection structures

PSO for Evolving and Stacking Transferable Blocks
- Minimise the search space: the vector only consists of two dimensions, which are 

the growth rate and the number of layers

Wang, Bin, Bing Xue, and Mengjie Zhang. "Particle swarm optimisation for evolving deep neural networks for image classification by evolving 
and stacking transferable blocks." In 2020 IEEE Congress on Evolutionary Computation (CEC), pp. 1-8. IEEE, 2020.
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Results GP-based Evolutionary Deep Learning

v 3-Tier/2-Tier GP for image classification [2012, 2013]
v GP-HoG [2015-16]
v MLGP [2017]
v ConvGP [2017]
v GP-Criptor – (Deep) Transfer Learning [2014-16]

3-Tier/2-Tier GP 3-Tier/2-Tier GP

Daniel Atkins, Kourosh Neshatian and Mengjie Zhang. "A Domain Independent Genetic Programming Approach to Automatic Feature Extraction for 
Image Classification". Proceeding of the 2011 IEEE Congress on Evolutionary Computation. IEEE Press. New Orleans, USA. June 5-8, 2011. pp. 238-
245. 

Harith Al-Sahaf, Andy Song, Kourosh Neshatian, Mengjie Zhang. "Two-Tier Genetic Programming Towards Raw Pixel Based Image Classification". 
Expert Systems With Applications. Vol. 39, Issue 16. 2012. pp. 12291-12301
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2-Tier GP (2012) GP-HoG [2015-16]

GP-HoG MLGP: An Automatic Feature Extraction Approach 
to Image Classification Using Genetic Programming 

Five layers:
① Input layer

② Region detection layer

③ Feature extraction layer

④ Feature construction

layer

⑤ Classification layer

Ying Bi, Bing Xue, Mengjie Zhang. An Automatic Feature 
Extraction Approach to Image Classification Using Genetic 
Programming. Proceeding of the 21th Europen Conference on 
Applications of Evolutionary Computation (EvoApplications
2018). Lecture Notes in Computer Science. Parma, Italy. 4-6 
April 2018. pp. 421-438.
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Example Solutions

l An example solution on face
images

l An example solution on
object images

COGP: An Evolutionary Deep Learning Approach Using 
Genetic Programming with Convolution Operators 
for Image Classification

• Convolution
• Subsampling/Pooling Nodes of GP trees

Convolutional neural network

Ying Bi, Bing Xue, Mengjie Zhang. An Evolutionary Deep Learning Approach Using Genetic Programming with Convolution Operators for Image 
Classification. Proceedings of 2019 IEEE Congress on Evolutionary Computation (CEC), IEEE Precess. Wellington, New Zealand, 10-13 June, 2019, pp. 
3197-3204.

The COGP Method
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Example Solution on Face Data Set
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FGP: Genetic Programming with A Flexible 
Program Structure and Image-Related  Operators 
for Feature Learnign to Image Classification

l The complexity of the FGP solutions for different tasks can be various
l The FGP method can learn various types and numbers of effective features from raw images
l FGP can be easily applied to different types of image classification tasks to achieve good 

classification performance
l The evolved solutions of FGP can be easily visualised, which provide more insights  on the tasks

An image An FGP program Learnt featuresInput

Filtering

Output

Filtering/Pooling

Pooling

Concatenation

Input

Filtering

Feature Extraction

Filtering/Pooling

Pooling
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4 2

Example Program 1 Example Program 2 Example Program 3

Root3
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Med
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MaxP

HOG

Lap

Image

Image

2 2

Flexible Layer

Fixed Layer

OutputOutputOutput

2
4

2

2

4 4

Linear SVM

Class
label

Ying Bi, Bing Xue, Mengjie Zhang. Genetic Programming with A Flexible Program Structure and Image-Related Operators for Feature Learning to Image
Classification, Submitted to IEEE Transactions on Evolutionary Computation. 2020.

The FGP Method

Outline
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Representation

Experimental Results
p Classification error rates of the proposed FGP method

Experimental Results
p Classification error rates of the proposed FGP method
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Data Visualisation Using the Learnt Features

MB Original Data Transformed Data by FGP

• t-distributed Stochastic Neighbor Embedding (t-SNE) 

Transformed Data by FGPRectangle Original Data

10 classes
of digits

2 classes
of rectangles

IEGP: Genetic Programming with A New 
Representation to Automatically Learn Features 
and Evolve Ensembles for Image Classification

l A new multi-layer individual representation is developed in IEGP to allow it to 
automatically and simultaneously learn features and evolve ensembles for image 
classification

l IEGP can learn high-level features through multiple transformations
l IEGP can  automatically select and optimise the parameters for the classification algorithms 

in the evolved ensemble
l IEGP can automatically address the diversity issue when building the ensembles

Ying Bi, Bing Xue, Mengjie Zhang. "Genetic Programming with A New Representation to Automatically Learn Features and Evolve Ensembles for Image 
Classification". IEEE Transactions on Cybnertics. DOI:10.1109/TCYB.2020.2964566. 15pp. First Online on 30 January 2020

Multi-Layer Representation of IEGP

Overall Algorithm

Experimental Results
p Classification accuracy of the proposed IEGP method
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Experimental Results
p Classification accuracy of the proposed IEGP method

Example Solutions

1

2

Ensemble of different 
classifiers

Ensemble of 
ensembles

Summary

v NN-based evolutionary deep learning has started to 
demonstrate great potential to outperform the 
manually designed state-of-the-art deep networks in 
image classification and analysis

v GP based evolutionary deep learning has also started, 
and is expected to demonstrate the advantages in 
effectiveness, efficiency and interpretability in image 
analysis

v Evolutionary deep learning is still in an early stage, but 
is expected to show the great accuracy, efficiency, 
small training set, and good interpretability of the deep 
models.
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Automated Approach to Feature Learning --New Book

1. Provide a throughout background of evolutionary 
computation, computer vision and machine learning

2. Introduces a series of typical GP-based approaches to 
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3. Provides broad perceptive insights on what and how GP 
can offer and shows a comprehensive and systematic 
research route in this field
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Part II

From the EC attic…
Re-using (and renovating) 

forgotten tools

SUB-MACHINE CODE GENETIC PROGRAMMING 
(Poli, Langdon 1998)

Inputs: Unsigned long (32 or 64 bit words) that encode
arrays of binary inputs. The bit string may encode
consecutive samples of a temporal sequence, a row or a
window within an image, etc.

Function set: bitwise logical operators + circular shifts

A whole block of data is affected by a single bit-wise
Boolean operation (SIMD paradigm).

Output: a 32/64 bit string, it may represent 32/64 possible
outputs of a binary classifier.

So, 32/64 (not independent) solutions are evaluated for each
individual.
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SUB-MACHINE CODE GENETIC PROGRAMMING 
(Poli, Langdon 1998)

Advantages

• Several solutions computed at the same time

• Possible multiple-bit outputs representing different classes

• 1-to-1 translation of instructions into machine code

• Extremely fast execution speed

• Possible direct translation into hardware

Main task: car license-
plate recognition

Data: 130 images of 
running cars

Sub-tasks: 
plate extraction and 
character recognition 

Basic SmcGP: an example
License-plate Recognition System (Adorni et al., 2000)

Traditional Plate Extraction

Compute and binarize the image horizontal gradient.
The plate region is the one where the density of vertical 
edges (peaks of the horizontal gradient) is highest

SmcGP-based Plate Detection

Input data: 4 unsigned long words encoding a window, of 
size 32x4 pixels, from the binarized gradient image
Desired output: 1 if the window belongs to the plate
(left uppermost pixel)  0 otherwise

Convolving the input window of the GP tree with the whole 
image the license plate should become a black rectangle.
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Training Set

80/130 images

Input data: binarized
horizontal gradient image

366 negative  + 4824 
positive = 5190 training 
samples

Empty samples (that can 
be found both inside and 
outside the plate) have 
been purged.

Function Set + ERCs

v Binary bitwise operators: AND OR NOT XOR

v Circular shift operators: SHR, SHR2, SHR4,
SHL, SHL2, SHL4

v Ephemeral Random Constants (ERC):
32-bit unsigned long

Typical Results

The same algorithm that our reference (manually-designed) 
plate detection system directly applies to the gradient image 
can be applied to this image to improve plate localization

Increased plate-detection rate: the original system could not 
locate the plate. It does using the SmcGP -processed image 

Success case
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Question: 
Why should we unbury this 

paradigm more than 20 years later?

SUB-MACHINE CODE GENETIC PROGRAMMING 
(Poli, Langdon 1998)

Q: Why should we unbury this paradigm more than 20 years
later?

Answer

Consider what happened with Deep Learning: when neural
nets became en vogue once again in the late ‘80s, defining
most of the principles on which modern DL relies, technology
would not be able to support as complex networks and as
many data as DL requires. But, nowadays, …

Similarly, 25 years ago, a set of basic classifiers as described
before (one per class) was probably the most we could afford
to train. But, nowadays, …, perhaps…

SUB-MACHINE CODE GENETIC PROGRAMMING 
(Poli, Langdon 1998)

Consider that:
v The full output of such a tree/module is itself a complex binary

feature that such a module extracts from the input
v Such features have local properties, since usually the value of

one bit depends on the values of input bits located in its
neighborhood (shift operations are limited to 4 bits)

v As usual in GP, a tree may have a single output and multiple
inputs

v The full outputs of several trees can be ‘summarized’ bitwise by
some ‘pooling’ operators

v Single bits from different outputs can be selected and ‘re-
ordered’ into a new feature

Thinking about deep learning, 

doesn’t this ring a bell? 

Are we heading towards Sub-machine 
Code Deep Genetic Programming?
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Character Recognition

Recognition of digits represented by binary two-dimensional
patterns: 10 specialized binary classifiers have the pattern
as input and produce as output:

1 if the input pattern belongs to the class corresponding
to the classifier

0 if the pattern belongs to another class

102

SmcGP-based digit recognition (Cagnoni et al., 2005)

Digit i
Classifier

GP – evolved tree
(binary digit i classifier)

32/64 bit output
4 32-bit words
or
2 64-bit words

Best bit when used as binary
classifier output, i.e., lowest
fitness bit.
Desired output:
1: input is digit i
0: input is not i

Real-world dataset collected by Società Autostrade SpA
at highway toll booths

v 11034 binary patterns representing the ten digits from 
0 to 9

6024 in the training set
5010 in the test set (exactly 501 per class)

v Size: 13x8 pixels à strings of 104 binary features
ROW 1
ROW 2

ROW 13

ROW 1 ROW 2 ROW 13

8 pixels 8 pixels 8 pixels…

104 pixels

Dataset

Input Pattern: binary digits of size 13x8
104 bits may be represented using 4 32-bit words (e.g., 4
unsigned long variables in C).

72 bits of the pattern are packed into the 24 least significant
bits of the first 3 unsigned long variables
The remaining 32 are packed into the fourth one

Input Encoding (Cagnoni et al., 2005)

1194



F =

(FP = False Positives, FN = False Negatives, Ks= constant
Np = Positive cases, Nn = Negative cases, size= tree size)

NB If training data are uniformly distributed, then the negative
cases shown to each classifier are 9 times as many as the
positive ones

=> F strongly favors specificity

Fitness Function (Cagnoni et al., 2005) Evolution Parameters (Cagnoni et al., 2005)

Population : 1000
Survival rate : 17 %
Crossover rate: 80%
Mutation rate : 3%

Tournament selection with tournament size = 7

300 to 2000 iterations

Set of 10 binary classifiers (one for each class)

For each classifier:
Input : unsigned long pattern[4]
Output : unsigned long out

Each individual (classifier) actually produces 32 binary
outputs (32 distinct fitness cases): the highest-fitness bit,
and the corresponding fitness, are taken as the individual’s
output and fitness.

Classifiers (Cagnoni et al., 2005) New architecture: SmcGP + Embedding  
(a tiny step towards Deep GP)

word
32/64-bit word

Lowest-fitness bit

32/64-bit word

Input data embedding

GP-evolved input  
transformation

GP-evolved digit i
classifier
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Generate a random initial embedding (P1Best)    

Repeat
1. Compute the training set transformed by P1best
2. (process P2) Evolve the classifier 
3. P2best ß best classifier

4. (process P1) Evolve the input data transformation using P2best as a classifier
5. P1best ß best transformation

Until the termination condition is reached

INPUT DATA EMBEDDING

RAW DATASET
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Co-evolutionary algorithm

TRANSFORMED 
DATASET

Parameters

Evolution of an embedding/classifier pair for one digit:
v Population: 1000
v Max number of generations: 1000                           

(20 generations for each GP x 25 iterations)
v Termination condition/ overfitting control: 40 

consecutive generations without fitness 
improvement on the validation set  (if selected)

v 5 runs
v Evolution parameters same as in the original paper
v Training set: 4218 patterns (almost balanced)
v Validation set: 1806 patterns (almost balanced)
v Test set: 5010 patterns (501 per digit)

Configurations

v Original SmcGP implementation
v Original SmcGP + overfitting control (validation set)
v SmcGP + Embedding
v SmcGP + Embedding + overfitting control

The method has been implemented in Python using 
DEAP (Distributed Evolutionary Algorithms in Python)

Results

Standalone Mean
St. Dev.

Best
Worst

Embedding Mean
St. Dev.

Best
Worst

Embedding   +                    Mean
Overfitting  Control St. Dev.

Best
Worst

Standalone  + Mean
Overfitting  Control St. Dev.

Best
Worst

99.58

99.76

99.20

99.84

99.49

99.89

99.60

99.65

99.67

99.67

99.6799.49

99.6099.67

99.31
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Remarks

Although results are preliminary and obtained on only a few 
runs, some clear indications are:

v Introducing only the embedding has apparently a 
negative effect: most probably, since it simplifies the input 
representation, it favors overfitting.

v Adding embedding + overfitting control produces results 
that are generally better than all other configurations

v Without embedding, introducing overfitting control slightly 
worsens accuracy (termination threshold may need to be 
changed), which reinforces the above hypothesis about 
embedding and overfitting

Concluding remarks

v Although we are still far from Deep (and even from fully 
Multi-layer) GP, it seems possible to create hierarchical 
architectures using SmcGP modules as the building 
blocks.

v Similar ideas could be applied to more traditional GP 
trees with continuous inputs and outputs

v In this latter case, if all the GP functions in the function set 
were differentiable, it would be possible to associate 
weights to the connections between GP-evolved modules 
and use backpropagation or other gradient-based 
algorithms at some point.

Future Work

v Completing the classifier by adding a full ‘layer’ with 10 
embeddings, one per digit

v Considering adding other elements between the 
embedding layer and the classification layer, having all 10 
embeddings as inputs
v A feature selector/pooler layer ?
v A further embedding layer ?
v Something else ?…

v In a sequential layer-by-layer co-evolution as described, 
but with n>2 layers, is it better to propagate evolution 
forward? Backwards? alternating forward and backward 
steps?

Credits

v The work described has been developed as their B.Eng. 
theses by Fabrizio De Santis and Dario Cavalli

v Many thanks also to Federico Sello, B.Eng., Andrea 
Bettati, M.Eng, and Marco Carraglia, M.Eng, for 
contributing to the development of SmcGP in DEAP.
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Summary

Concluding Remarks

v Evolutionary computer vision and image analysis is still a 
big and hot topic
v Evolutionary deep learning will play a significant role
v GP-based deep learning will have more developments
v Interpretability and expandability will be a major focus

v EC techniques will be more popular in pattern recognition
v Classification, Clustering
v GP, GAs, PSO, DE, 
v EC will be in more main stream conferences and 

journals
v GPU will be a popular tool

Future Events

v CEC Special Session on Evolutionary Deep Learning and 
Applications, IEEE CEC 2021
v Organisers: Yanan Sun, Bing Xue, Chuan-Kang Ting, Mengjie Zhang
v 28th June - 1st July, 2021, Krakow (POLAND)
v Websites: https://cec2021.mini.pw.edu.pl/en/program/special-sessions

v CEC Special Session on  Evolutionary Computer Vision and Image 
Processing, Pablo Mesejo, Harith Al-Sahaf
v 28th June - 1st July, 2021, Krakow (POLAND)
v Websites: https://cec2021.mini.pw.edu.pl/en/program/special-sessions

v IEEE SSCI 2021 Symposia:
v CI in Feature Analysis, Selection and Learning in Image and 

Pattern Recognition (IEEE FASLIP))
v CI for Multimedia Signal and Vision Processing (IEEE CIMSIVP)
v Paper Submissions: 06 August 2021
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