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ABSTRACT
Surrogate evaluation is common in population-based evolution-
ary algorithms where exact fitness calculation may be extremely
time consuming. We consider a Genetic Program (GP) that evolves
scheduling rules, which have to be evaluated on a training set of
instances of a scheduling problem, and propose exploiting a small
set of low size instances, called filter, so that the evaluation of a
rule in a filter estimates the actual evaluation of the rule on the
training set. The calculation of filters is modelled as an optimal
subset problem and solved by a genetic algorithm. As case study,
we consider the problem of scheduling jobs in a machine with time-
varying capacity and show that the combination of the surrogate
model with the GP termed SM-GP, outperforms the original GP.
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1 INTRODUCTION
In many population-based evolutionary algorithms, fitness evalu-
ation is the most time consuming part. For this reason, surrogate
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evaluation models are often used to improve their performance
[1, 2, 5, 6].

In this work, we consider the Genetic Programming (GP) ap-
proach developed in [3] to evolve priority rules for the problem
of scheduling jobs in a machine with variable capacity over time,
denoted (1,Cap (t ) | |

∑
Ti ). In this GP, the evaluation of a candidate

rule requires solving a set of instances of the (1,Cap (t ) | |
∑
Ti ) prob-

lem, the training set. For the evaluation to be accurate, the number
of instances in the training set must be sufficiently large; therefore,
the fitness evaluation may take very long time. In order to reduce
this time, we devised a surrogate model. Given a training set, our
proposal relies on the hypothesis that it is possible to calculate
another set, called filter, containing just a few instances, even of
lower size than those in the training set, so that the performance of
a priority rule on this filter may predict the performance of the rule
on the training set. More specifically, given two candidate rules a
and b, if a is better than b in the reduced set, then it is likely that a
will be better than b in the training set as well.

2 CALCULATION AND EXPLOITATION OF
FILTERS

The problem of calculating filters may be formulated as a variant
of the optimal subset problem as follows:

Given are

• A problem P and an ordered set of heuristics H =

{h1, . . . ,hn } to solve P. Two ordered sets R = {R1, . . . ,Rr }
and S = {S1, . . . , Ss } of instances of P. Xi j , Yi j , 1 ≤ i ≤ n,
1 ≤ j ≤ r , the performance measures of heuristic hi on the
sets Rj and Sj respectively. A parameter k > 0.

The goal is to find a subset F ⊂ S , F = {S[1], . . . , S[k ′]}, k ′ ≤ k ,
where [i], 1 ≤ [i] ≤ s , 1 ≤ i ≤ k ′, is the index of the ith instance of
F in S , such that

• The correlation between the paired observations X =

{X1, . . . ,Xn } and Y = {Y1, . . . ,Yn }, where

Xi =
∑

j=1, ...,r
Xi j ,Yi =

∑
[j]=1, ...,k ′

Yi[j], (1)

is maximized and k ′ is minimized.

129

https://doi.org/10.1145/3449726.3459484
https://doi.org/10.1145/3449726.3459484
https://doi.org/10.1145/3449726.3459484


GECCO ’21 Companion, July 10–14, 2021, Lille, France F. J. Gil-Gala et al.

These two objective functions are considered hierarchically in
the order they are declared, i.e., we will try to maximize the cor-
relation and only in the case of ties we will prefer the set F with
lowest cardinality.

In this work, we opted to use the Kendall Tau-b (τb ) coefficient to
measure the correlation, given its robustness and that it has a direct
interpretation in terms of probability of observing concordant or
discordant pairs of observations.

The above problem was solved by means of a Genetic Algorithm
(GA). The filters calculated by the GA are then exploited in com-
bination with the GP to speed up the evaluation process. To do
that, we explored different ways of combining surrogate and exact
evaluation. The best of these combinations consists in generating a
number of N offspring from each pair of chromosomes selected for
mating; the offspring are evaluated with the surrogate method and
only the best one, in accordance with the simplified evaluation, is
evaluated on the training set. The method is termed SM-GP.

3 EXPERIMENTAL STUDY
In this study, our aim is to analyze the performance of the GA
in solving the OFSP and then to study how the calculated filters
may improve the performance of SM-GP w.r.t. the GP. All the al-
gorithms were implemented in Java 8 language and the target ma-
chine was a Linux cluster (Intel Xeon 2.26 GHz. 128 GB RAM. 28
nodes). We consider the training and test sets of instances of the
(1,Cap (t ) | |

∑
Ti ) problem proposed in [4], which include 50 and

1000 instances respectively. These are large instances with 60 jobs
each and maximum capacity of the machine of 10 jobs. We also
consider another set of 1000 small instances (10 jobs and maximum
capacity of the machine of 3) generated by the same procedure. The
training set plays the role of the set R in the GA, while the set S is
given by the small instances. The test set is only used to evaluate
the rules evolved by the GP and SM-GP on unseen instances. The
maximum size of the filters is k = 5; in this way, the ratio between
the time taken to evaluate a candidate rule on the set R and on
one filter is about 60/1. The set H includes 600 rules with different
characteristics obtained previously by the GP.

Table 1 shows results from the GA compared to random filters;
as we can observe, the filters calculated by the GA are much more
stable and they are able to reduce the gap between random filters
and perfect filters (with ideal coefficient of 1.0) in more than 50%.

The results of the best filter combined with the GP may be appre-
ciated in Figure 1. In these results, the GP and SM-GP were given
300 minutes and were run 28 times each. In SM-GP, N = 50. We
can see that SM-GP outperforms the GP in best and average tardi-
ness and standard deviation, in both training and test sets. These
differences were confirmed by Mann-Whitney U tests, showing
p−values 1.03E-05 (two sided) and 2.05E-05 (less) in the training set,
and 1.93E-09 (two sided) and 9.58E-10 (less) in the test set. Besides,

Table 1: Filters generated by the GA vs. random ones (k = 5).

Best Avg. Worst SD

GA 0.8839 0.8834 0.8828 0.0004
Random 0.7862 0.7037 0.5884 0.0502
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Figure 1: Box plots from the results from SM-GP and GP on
the training (left) and test (right) sets.

the rules evolved by SM-GP were slower than those evolved by the
GP.

4 CONCLUSIONS AND FUTUREWORK
We have seen that the proposed surrogate model (SM) based on
small subsets of simple instances of a scheduling problem, called
filters, may be effective to evolve priority rules via Genetic Program-
ming (GP) to solve a scheduling problem. Besides, effective filters
may be calculated by a Genetic Algorithm (GA) from a large set of
simple problem instances. This work leaves open some interesting
lines for further research as for example how to obtain simplified
instances bearing resemblance with the training set, how to devise
new strategies to exploit the surrogate model in combination with
GP or even with other methods as local search, or how to apply the
proposed method to other scheduling problems.
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