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ABSTRACT
Parallel and distributed computing systems have been seeing rapid
growth in the number of processing cores as progress on single-core
performance has stagnated. The larger the system, the greater the
challenge for application scalability and system stability. Aiming at
addressing both challenges in the context of distributed metaheuris-
tic optimization algorithms, in this work, we propose a scalable
and fault-tolerant peer-to-peer communication algorithm tailored
for population-based metaheuristics. In the algorithm, messages
exchanging are carried out by multiple threads asynchronously
in background and the minimal algorithm’s overhead can be en-
tirely hidden by overlapping communication with computation.
Results from controlled benchmarks corroborate the efficiency of
the algorithm and also hint that thread oversubscription can fur-
ther improve scalability thanks to the high degree of idleness of
communication operations. The proposed algorithm contributes to
the important yet not sufficiently explored performance aspects of
distributed metaheuristics.
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1 INTRODUCTION
Metaheuristics define general-purpose high-level strategies to guide
the development of heuristic optimization algorithms [27, 29] and
are usually capable of performing global search. They can be based
on a single solution — S-metaheuristics — or on a population of
solutions — P-metaheuristics. Well-known examples of metaheuris-
tics include the family of Evolutionary Algorithms, Simulated An-
nealing, Ant Colony Optimization, Particle Swarm Optimization,
Tabu Search, Variable Neighborhood Search, Iterated Local Search,
among others [29].

Upon solving a problem, particularly complex real-world prob-
lems, a common approach to improve the efficiency of metaheuris-
tics is to distribute the search among algorithm instances in a cooper-
ative way, with each instance possibly having different parameters
(homogeneous) or even being different metaheuristics (heteroge-
neous) [29]. This decomposition, known as algorithmic-level paral-
lel model, is conceptually simple and relatively easy to implement
atop existing metaheuristics; however, its main benefits entail the
improvement of effectiveness, scalability and robustness [5, 6, 29, 32].

In this context, the design and implementation of the layer that
performs the communication for exchanging messages among algo-
rithm instances is a major determinant of the overall performance
of algorithmic-level parallel metaheuristics, especially concerning
scalability and robustness. Here is where our proposed communi-
cation algorithm tailored for P-metaheuristics comes in.

Unlike other parallel models in which some computationally
costly procedures in P-metaheuristics (e.g. evaluation phase) are
parallelized, the algorithmic-level parallel model accelerates the
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execution of a P-metaheuristic by dividing its population of |𝑃 | can-
didate solutions into 𝑝 independent runs of the algorithm, each one
with a population size of |𝑃 |/𝑝 ; that is, a single and costly run of the
algorithm is replaced by 𝑝 faster ones executed in a parallel coopera-
tive way. Here we will concentrate on the algorithmic-level parallel
model, although P-metaheuristics can be further decomposed into
multiple complementary parallel models, thereby achieving a high
degree of parallelism and scalability [4, 10, 26, 29].

There have been several researchers interested in the develop-
ment of parallel and distributed models for P-metaheuristics. Most
of their research focus on studying how the model’s parameter
settings and implementation strategies can contribute to popula-
tion diversity, quality of solutions, and the time required to obtain
them [3, 21, 22]. However, implementation and infrastructure de-
tails of the communication models as well as their behavior in terms
of efficiency, scalability and robustness have not been much studied
by researchers.

One of the major issues concerning the design of a robust parallel
and distributed system is its ability to continue operating properly
in case of a fault on a processor or on the communication channel.
In fact, that is a particularly serious problem for grid computing
systems, which are inherently unreliable due to their volatility.
Indeed, in non-dedicated distributed computing environment fail-
ures are inevitable since volunteers’ machines can be turned off
at any moment and even when running they are usually available
only while they are in an idle state [14]. Unfortunately, a large
number of publications in this area have not taken into account
the problems arising from the emergence of faults that may break
down all algorithm instances. Message Passing Interface (MPI) is
an example of a communication interface that does not provide an
inherent fault-tolerance support by default.1 For such cases, there
are some recovery techniques from which a state of the running
instances prior to the failure is restored [13, 25, 30, 31]. However,
such techniques have important shortcomings. In addition to losing
the failed messages and the progress since the last checkpoint, the
periodical storage of state data makes the approaches much more
complex and computationally costly. On the other hand, when us-
ing an inherently fault-tolerant communication interface — like the
socket-based peer-to-peer model [28] — connection failures may
lead to lost messages but the remaining instances continue to run
seamlessly; also, there is evidence that message exchange failures
by themselves do not adversely affect the quality of solutions in
algorithmic-level parallel models [16].

Another issue of paramount importance regarding the design
and efficiency of communication models is the definition of the
message exchange pattern across the processes. Synchronous par-
allel strategies are easier to implement than their asynchronous
counterparts, but an obvious drawback of them is the time spent
by the processes waiting for each other so that all communication
is carried out at the same time. That leads to overall performance
degradation with respect to scalability, and an increase in commu-
nication overhead with the number of processes [1, 11]. In contrast,
the processes in asynchronous parallel strategies communicate

1To be fair, MPI can be made more fault-tolerant by adjusting its behavior regarding
error handling [15], but this approach is not straightforward and rarely adopted by
MPI programs.

independently, which is clearly advantageous when it comes to
performance.

In this work we present an asynchronous and fault-tolerant
peer-to-peer communication algorithm based on sockets for P-
metaheuristics, with emphasis on the effectiveness, scalability and
robustness, as well as on the design and implementation aspects.
Other research on asynchronous and fault-tolerant approaches to
some specific P-metaheuristics can be found in the literature [12, 17–
19, 33, 34]. The most important differences between them and
the current paper are: (i) it can be applied to any population-
based metaheuristic; (ii) it minimizes the algorithm’s overhead by
communication-computing overlapping; (iii) the parallel asynchro-
nous execution of multiple threads for messages exchanging takes
place in background; (iv) the effective time spent on synchronous
blocks is negligible; (v) it is optimized for modern heterogeneous
system architectures; (vi) it maximizes the effective use of comput-
ing power; (vii) messages are received continuously as soon as they
arrive and integrated into the population in the next iteration; and
(viii) the mechanism of sending messages is fine-grained, being
capable of carrying out the communication at every iteration.

2 PEER-TO-PEER COMMUNICATION
ALGORITHM

2.1 Peer-to-peer P-metaheuristics
In the cooperative algorithmic-level parallel model, many indepen-
dent runs of P-metaheuristics are launched simultaneously in a
parallel cooperative way, each of them assigned to a different local
or remote processor, in order to solve a given optimization problem.
It is also known as island model when dealing with a particular class
of P-metaheuristic called evolutionary algorithms [8, 9]. In terms of
implementation, it basically consists of a P-metaheuristic coupled
with a communication algorithm for exchanging messages, whose
implementation varies according to the parallel and distributed
architecture (clusters, networks of workstations, grids) and pro-
gramming environment (Message Passing Interface, Parallel Virtual
Machine, Sockets) [29].

A general scheme of the algorithm proposed here in pseudo-code
is outlined in Algorithm 1, and it will be explained in the following
paragraphs.

Algorithm 1: Peer-to-peer P-metaheuristics (adapted from [29])

11 𝑠𝑒𝑟𝑣𝑒𝑟 .start(); [async] // peer is ready to receive messages

𝑡 ← 0;
33 𝑃𝑡 ← initialize(); 𝑃 ′𝑡 ← ∅; // initialization of the population

evaluate(𝑃𝑡); // evaluate population

while stopping criteria not met do
66 𝑃

′
𝑡 ← 𝑃

′
𝑡∪ generate(𝑃𝑡); // generate next population

77 𝑒 ← evaluate(𝑃
′
𝑡); [async]

88 send(𝑃𝑡); // send selected solutions from 𝑃𝑡 to remote peers

99 𝑃
′
𝑡+1 ← receive(); // transfer the received solutions to 𝑃

′
𝑡+1

waitFor(𝑒); // wait until evaluate(𝑃
′
𝑡 ) has finished

1111 𝑃𝑡+1 ← select(𝑃𝑡 ∪ 𝑃
′
𝑡); // form next population

𝑡 ← 𝑡 + 1;
return the best solutions found
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P-metaheuristics begin with the generation of an initial popula-
tion of candidate solutions, 𝑃0 (line 3). The role of the population
is to hold candidate solutions to a problem. Each iteration of a P-
metaheuristic includes three main procedures: (i) the generation of
a new population of solutions, 𝑃

′
𝑡 (line 6); (ii) the evaluation of solu-

tions according to some objective function, which assigns a quality
measure to the solutions (line 7); and (iii) the replacement of the
current population, 𝑃𝑡 , by another one, 𝑃𝑡+1, composed of solutions
selected from the current, 𝑃𝑡 , and the new, 𝑃

′
𝑡 , populations (line 11).

This process iterates until a stopping criterion is satisfied [29].
We propose a peer-to-peer communication algorithm to incor-

porate the algorithmic-level parallelism into P-metaheuristics by
adding three procedures: (i) the continuous receipt of solutions
sent by remote peers (line 1 — Algorithm 2 in Section 2.4); (ii) the
sending of selected solutions from the previous population, 𝑃𝑡 , to
each remote peer (line 8 — Algorithm 4 in Section 2.5); and (iii) the
transfer of received solutions to the next population, 𝑃

′
𝑡+1 (line 9 —

Algorithm 3 in Section 2.4). In case 𝑃
′
𝑡 in line 6 already has some

solutions due to the execution of line 9 in the previous iteration,
the generate() function will be responsible for generating just
the remaining solutions into the next population; otherwise, it will
fully generate the next population. Note that each peer assumes
both server and client roles and there is no central agent. Here-
after, the term client will be used to refer to a given peer when it
is sending messages to (connecting to) remote peers, and the term
server will be used to refer to a peer when it is receiving messages
(listening to connections) from remote peers. Beware not to confuse
the terminology used with client-server communication model.

Given that the evaluation phase (line 7) is typically the most
computationally costly procedure in P-metaheuristics, it runs con-
currently with both the send() and receive() functions (lines 8
and 9). That is, the algorithm overlaps computation and communi-
cation, which in practice fully hides the communication effort. It
is worth noticing that the solutions sent to remote peers belong to
the previous population 𝑃𝑡 , i.e. they do not belong to the popula-
tion 𝑃

′
𝑡 , whose solutions are undergoing the process of evaluation.

Furthermore, after the multi-threaded server starts (line 1), when-
ever a client connects to it a thread is automatically spawned in
background to receive the message. The send() and receive()
functions in turn are executed every iteration. Hereafter, the algo-
rithm resulting from the union of P-metaheuristic and the peer-to-
peer communication algorithm will be referred to as peer-to-peer
P-metaheuristics (in short, P2P-metaheuristics).

Therefore, a P2P-metaheuristic minimizes the impact of the com-
munication operations on the total execution time while maximiz-
ing the effective use of computing power. Although we focus on
population-based metaheuristics, the communication algorithm
can also be applied to metaheuristics based on a single solution
with minor adaptations in line 6. For instance, we can replace it by
𝑃
′
𝑡 ← generate(𝑃𝑡 ,𝑃

′
𝑡), in which a new single solution is obtained

from two previous ones.

2.2 Illustrative scheme
This section aims at presenting a general view of the execution of
the described P2P-metaheuristics through illustrative schemes to
facilitate the understanding of its overall functioning.

Figure 1 shows a hypothetical communication topology between
three processes: P1, P2 and P3. For the given topology, the processes

send

server

receive

  

P1

 

P3
send

server

receive

P2
send

server

receive

Figure 1: Hypothetical communication topology with three pro-
cesses: P1, P2 and P3. Each process P is represented by a multi-
threaded server and by the send() and receive() functions.

P1 and P3 send messages to the other two processes, while P2 sends
messages only to P1. Therefore, P1 and P2 receivemessages from the
other two processes, while P3 receives messages only from P1. The
connection between server and receive() describes the transfer
of received solutions to the population. It is worth mentioning
that there are no restrictions with regard to the communication
topology, i.e. it does not necessarily have to follow a well-known
graph structure such as ring, star and mesh topologies.

Figure 2 depicts an illustrative execution timeline of the compu-
tation and communication tasks of P2P-metaheuristic executed by
P1; they are: (i) the incoming message processing (server’s run()
and receive()); (ii) the generation of a new population of solu-
tions (generate()); (iii) the evaluation of solutions according to
some objective function (evaluate()); (iv) the outgoing message
processing (send()); and (v) the formation of a new population of
solutions (select()). The asynchronous message exchanges be-
tween P1 and the other two processes, P2 and P3, are assigned to
sending threads, Ts1 and Ts2 , and receiving threads, Tr1 and Tr2 ,
running in background. The server’s run() is automatically ex-
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T
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1st Iteration 2nd Iteration

select

 T
r
2

T
r
1

P3

P2
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  run
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Figure 2: Illustrative execution timeline visualization of the compu-
tation and communication tasks of a P2P-metaheuristic executed by
process P1. Vertical dashed lines indicate the beginning of an itera-
tion. Note that only the first two iterations were reproduced here.

ecuted by a receiving thread whenever P2 and P3 connect to P1.
The scheme of Figure 2 highlights a particular case where the com-
pletion of sending a message to the process P2, initialized in the
first iteration by the thread Ts1 , occurs only in the next iteration. It
shows that the message exchange operations do not interfere with
the execution of the P-metaheuristic, both running concurrently.
Moreover, the communication overhead relative to the send() and
receive() functions is reduced or even completely hidden by over-
lapping them with evaluate().
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2.3 Peer-to-peer communication model
The communication among P-metaheuristics follows the peer-to-
peer model based on sockets [28], and they exchange some infor-
mation during the iterative search through message passing within
a node or via a network (cluster, network of workstations, grid).
Each P-metaheuristic instance has its own socket and multi-threads
responsible for sending and receiving messages, and assumes both
server and client roles. Each socket in turn is associated with an
Internet Protocol (IP) address and a port number.

The most important features of the proposed communication
algorithm are as follows:

(i) Efficiency and scalability: the algorithm aims at maximiz-
ing the overlap between computation and communication
tasks as well as the effective use of computing power, and
minimizing the synchronous operations.

(ii) Fault tolerance: given that we are using an inherently fault-
tolerant communication interface, failures on processors or
on the communication channels are ignored in the sense that
incomplete messages are lost but the remaining processes
keep operating correctly. Furthermore, if/when the failed pro-
cesses come back, their respective exchanges of messages are
automatically reestablished.

(iii) Asynchronous: there is no synchronization barrier among
the algorithm instances preceding the communication opera-
tions. Themessage exchanges are executed bymultiple threads
in a parallel asynchronous way, running in background.

(iv) Topology: the communication topology can follow any graph
structure. Moreover, the initial topology can be dynamically
modified by adding or removing processes or connections. It
is also possible to modify the parameters of P-metaheuristics
on-the-fly.

(v) Message exchanged: although we have been systematically
referring to messages as solutions, there is nothing in the pro-
posed algorithm that prevents exchanging other types of infor-
mation, such as parameters, search memory, similarity mea-
sures, among others [2, 20].

(vi) Architecture: there are no restrictions with regard to the par-
allel and distributed architectures neither the latency, band-
width and reliability of the communication channel. However,
as the algorithm is based on sockets, which by design are not
optimized for low-latency high-throughput networks, these
networks will not contribute substantially performance-wise.

Therefore, the peer-to-peer communication model based on sock-
ets seems to be the most suitable proposal for incorporating the
algorithmic-level parallelism into P-metaheuristics when the mes-
sage exchanging follows the pattern shown in Algorithm 1. In this
context, the socket-based approach brings an obvious advantage
over MPI: it works satisfactorily on every network architecture,
even on slow and unreliable ones such as grid computing. De-
spite that, MPI would be definitely preferred for communication-
intensive applications that demand high-performance interconnects
(i.e. low-latency and high-bandwidth), and may afford access to
dedicated and fully reliable network.

2.4 Incoming message processing
Whenever a client connects to a server, the server’s run() function,
shown in Algorithm 2, is automatically executed by a thread, with
the maximum number of receiving threads defined a priori. Us-
ing the rcvMessage() function (line 5), the multi-threaded server
receives the solution sent by the client, and temporarily stores it
into buffer vector — called 𝑏𝑢𝑓 — in an asynchronous way. The
buffer vector consists of a vector of pointers to characters of size
𝑏𝑢𝑓𝑚𝑎𝑥_𝑠𝑖𝑧𝑒 . It is shared by all receiving threads. The set of state-
ments within an indented block of code by the lock directive — a
critical section — is executed by only one thread at time, i.e. the
receiving threads perform in a synchronous way. The access control
of receiving threads to critical sections follows the FIFO system
(First in, first out).

Algorithm 2: Server’s run()

11 if 𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒.empty() then return();
lock

if 𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒.empty() then return();
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 ← 𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒.pop();

55 rcvMessage(𝑏𝑢𝑓 [𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛]) ;
lock

𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒.push(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) ;

Let𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒 and 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒 be queues shared by all receiving
threads, and composed of available positions of the buffer vector
for writing and reading operations, respectively. Thus, an element
of𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒 represents an available position of the buffer vector
for temporarily storing the solution coming from a client; while
an element of 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒 is a position of the buffer vector whose
solution is ready to be included in the server’s population. The
queue 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒 is initially empty while the queue 𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒
contains all the 𝑏𝑢𝑓𝑚𝑎𝑥_𝑠𝑖𝑧𝑒 positions of the buffer vector.

According to line 1 in Algorithm 2, if the𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒 is empty,
the incoming message processing by the thread in question is in-
terrupted. However, it can be easily replaced by a while loop that
will wait until the buffer vector is available for a write operation.

At the end of each iteration of the P-metaheuristic, receive(),
shown in Algorithm 3, is executed until a stopping criterion is sat-
isfied: a maximum number of arriving solutions 𝑏𝑢𝑓𝑚𝑎𝑥_𝑠𝑖𝑧𝑒 in the
population is reached or 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒 is empty (line 1). The solution,
whose position in the buffer vector is given by the first element
of 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒 (line 3), is transferred to the server’s population by
copyToPopulation() (line 4). Once the solution transference is
finished, its position in the buffer vector is released (line 7) in order
to store a new solution by the server’s run() function.

Note that the read and write operations are exclusive, thus
𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒 and 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒 have no elements in common, and the
element removed from a queue is inserted into the other queue after
the completion of the tasks: rcvMessage() (line 5 of Algorithm 2)
and copyToPopulation() (line 4 of Algorithm 3).

Since the server’s run() and receive() functions are indepen-
dent and the first one is executed by multiple threads, the pop()
and push() operations on the two queues are synchronous by using
the lock directive. As a result, a queue cannot be assigned to two
or more threads simultaneously. The server’s run() function and
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Algorithm 3: receive()

11 while not 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒.empty() and 𝑏𝑢𝑓𝑠𝑖𝑧𝑒 < 𝑏𝑢𝑓𝑚𝑎𝑥_𝑠𝑖𝑧𝑒 do
lock

33 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 ← 𝑟𝑒𝑎𝑑𝑄𝑢𝑒𝑢𝑒.pop();

44 copyToPopulation(𝑏𝑢𝑓 [𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛]) ;
𝑏𝑢𝑓𝑠𝑖𝑧𝑒 ← 𝑏𝑢𝑓𝑠𝑖𝑧𝑒 + 1;
lock

77 𝑤𝑟𝑖𝑡𝑒𝑄𝑢𝑒𝑢𝑒.push(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) ;

receive() aim at minimizing the number of locks as well as the
number of statements within the critical sections.

2.5 Outgoing message processing
Let 𝑘 + 1 be the number of processes and 𝐾 be the set containing
all the 𝑘 servers, 𝑠1, 𝑠2, . . . , 𝑠𝑘 , available for each client. At first,
a client can connect to any server. However, depending on the
communication topology adopted, a client will connect to a subset
of 𝐾 — called 𝑆 — where 2𝑘 is the number of possible subsets.
The communication between a client and its subset of servers 𝑆
is done concurrently, with the number of sending threads equal
to the size of 𝑆 , given by |𝑆 |. Each pair client-server is associated
with a sending frequency — called 𝑓 𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 — that represents the
probability that the client will send a solution to the server. For
instance, if the sending frequency of a given pair client-server is
equal to one, then it has 100% probability.

At the end of each iteration of the P-metaheuristic, the process
of sending a solution from the client’s population — called 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
— to the server 𝑠𝑖 , 𝑖 = 1, . . . , |𝑆 |, is initiated by the send() function,
shown in Algorithm 4.

Algorithm 4: send()

11 for 𝑖 ← 1 to |𝑆 | do
22 if [probabilistically] 𝑓 𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 [𝑖 ] then
33 if 𝑡ℎ𝑟𝑒𝑎𝑑 [𝑖 ] .isRunning() then continue();
44 𝑡ℎ𝑟𝑒𝑎𝑑 [𝑖 ] .𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 ← selection();
55 𝑡ℎ𝑟𝑒𝑎𝑑 [𝑖 ] .run(); [async]

At each iteration 𝑖 of the 𝑓 𝑜𝑟 loop (line 1), if the conditional
statement is true (line 2), the client’s run() function (line 5) is exe-
cuted by the thread 𝑖 that sends 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛, selected from the client’s
population (line 4), to the server 𝑠𝑖 . The line 3 checks whether the
thread 𝑖 , run in the previous iteration, is still running. If that is the
case, the sending of a new solution to the server 𝑠𝑖 is interrupted
until the previous one ends.

The client’s run() function, shown in Algorithm 5, contains
just one statement. Using the sndMessage() function, the client

Algorithm 5: Client’s run()
sndMessage() ;

requests a connection to the server, sends a solution and disconnects.
In case the connection between client-server is not established in a

predefined period of time, the outgoing message processing by the
thread in question is interrupted.

Note that because of the complete loop independence in Algo-
rithm 4, with just a simple OpenMP parallel for directive [7] it is
possible to parallelize the loop inside the send() function (line 1),
and so distribute the |𝑆 | iterations of the for loop among OpenMP
threads.

3 BENCHMARKS
The communication behavior of the algorithm presented in the
previous section is evaluated in terms of efficiency and scalabil-
ity on three benchmarks, which carry out a separate analysis of
each communication operation as well as both of them working
together. The benchmark discussed in Section 3.1 takes into account
only the incoming message processing, while the one addressed
in Section 3.2 considers solely the outgoing message processing.
Thereafter, the entire process of exchanging messages is shown in
Section 3.3.

The proposed communication algorithm has been implemented
in the C/C++ programming language using the API provided by the
portable POCO C++ Libraries [23]. POCO offers a variety of conve-
nient routines for peer-to-peer communication andmulti-threading,
such as: (i) network socket, (ii) multi-threaded server that listens for
connections in background and spawns worker threads accordingly,
(iii) thread pools, and (iv) thread synchronization mechanisms.

We introduced the communication algorithm into an existing
P-metaheuristic powered by an evolutionary algorithm known as
grammatical evolution [24], which searches — by means of princi-
ples of natural selection — for symbolic regression and classification
models that minimize the prediction error according to a training
dataset. The implementation is dubbed Parallel Program Induction
(PPI)2, and was specifically adapted to the benchmarks in order to
make the results general and valid for any P-metaheuristics.

All the experiments were conducted on a single node featuring
two 10-core Intel E5-2690v2 CPUs (Hyper-Threading was disabled
to ensure reliable analysis), totaling 20 physical cores, running a 64-
bit Debian GNU/Linux system. The implementation was compiled
with GNU GCC 6.3, with optimization flags enabled. Although the
benchmarks run on a single node, the latency and bandwidth of a
network are simulated therein, making such parameter controllable,
which would not be possible in a real-world scenario. A choice
of a single node does not impair the experiments since we are
assessing the efficiency and scalability of the algorithm in terms
of execution time, speedup and receiving rate. We are not worried
about experimentally evaluating the algorithm’s fault-tolerance
ability because (i) the algorithm is fault-tolerant by design; and (ii)
the socket-based peer-to-peer communication interface provides
an inherent fault-tolerance support by default (see Section 2.3 (ii)).

3.1 Incoming message processing
The benchmark reported in this section simulates the incoming
message processing in order to analyze the effects of varying (i) the
maximum number of receiving threads and (ii) the execution time
of the rcvMessage() function (line 5 of Algorithm 2) on the time

2PPI is a Free Software available at
http://github.com/daaugusto/ppi [10]
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required by the server’s run() function to receive 1000 solutions,
each one of size 1000 bytes. The outgoing message processing is
switched off temporarily, allowing us to focus only on the incom-
ing message processing. Although in practice the communication
among P-metaheuristics is relatively low, the purpose of the current
experiment is to exhaust the receiving threads with an intense flow
of messages in order to evaluate the limiting behavior of the server’s
run() and receive() functions. The communication topology con-
sists of a central server that is connected to |𝑆 | = 5 remote clients, as
illustrated in Figure 3a. The central server receives messages from

(a) (b) (c)

Figure 3: (a) A central server and five remote clients (Section 3.1). (b)
A central client and eight remote servers (Section 3.2). (c) A central
peer and eight remote peers (Section 3.3).

all remote clients, and every remote client sends messages only
to the central server. The maximum number of receiving threads
was expressed as a power of 2 ranging from 1 to 64. The different
times to execute the rcvMessage() function draw an analogy to
some possible combinations between latency and bandwidth that
together dictate the speed and capacity of transferring data over
the local network or Internet as well as network problems. That
is achieved by including a sleep() function in the scope of the
rcvMessage() function, whose argument varied from 5 millisec-
onds to 1 second. For each combination between number of threads
and data transfer time, a total of ten independent runs were per-
formed, and the resulting median execution time and speedup over
them was used to provide a performance analysis.

Figure 4a-b shows a three-dimensional plot of the median execu-
tion time of the server’s run() and receive() as a function of the
number of receiving threads and the data transfer time set by the
sleep() function in the rcvMessage() function. It is observed that
the total execution time required by the server’s run() to receive
all solutions decreases as the number of threads increases, dropping
off rapidly for the domain between 1–16 threads and 500–1000 mil-
liseconds (see Figure 4a). Indeed, the process of incoming messages
exhibits a very good scalability, and even scale past the number of
physical threads due to the high degree of idleness of communi-
cation operations (see Figure 5a). The speedup is near-linear with
respect to the number of threads. It means that the impact of the
synchronous operations followed by the lock directive on the in-
coming message processing is negligible. In addition, the lower the
number of threads, the more pronounced is the slope relative to the
data transfer axis, as we can see in Figure 4a. In other words, the
total time taken to receive all solutions becomes less dependent on
the time spent by a single run as the number of threads increases.

The receiving rate of messages decreases proportionally to the
data transfer time over network. For instance, if server’s run()
runtime takes 1 second, just one solution has been received in this

time interval by a single thread. However, if server’s run() runtime
is 100 times faster, i.e. it takes 10 milliseconds, it is expected that
100 solutions have been received within 1 second by a single thread,
and so on. The server’s run() function receives messages at a rate
that varies from 1 to 196 solutions per second, depending on the
data transfer time (see Figure 5b). Given that the receiving rate
is worth 196 solutions per second when set up with a sleep()
time of 5 milliseconds, the time attributed to statements other than
rcvMessage() is about 0.1 millisecond, being the lock time around
0.04 millisecond. Note that the receiving rate is invariant with the
number of threads.

The median execution time of the startup tasks that precede the
execution of the server’s run() function is roughly 35 milliseconds,
independently of the number of threads (see Figure 5c 3). It is worth
mentioning that the startup tasks run only once at the beginning
of P2P-metaheuristic (line 1 of Algorithm 1), becoming irrelevant
with regard to its total execution time.

After the multi-threaded server receives all the 1000 solutions
of size 1000 bytes asynchronously in background, the receive()
function takes roughly 1 millisecond transferring them to the pop-
ulation sequentially, reaching 2.4 milliseconds in some runs (see
Figure 5d). It is worth mentioning that the server’s run() contin-
ues receiving solutions while receive() is running. Therefore, the
threads compete for the locks, which adds a slight delay to the end
of receive(). By consequence, receive() takes a slightly longer
time as the number of threads increases (see Figures 4b and 5d).
However, according to Figure 4b, the maximum median runtime
was 2.4 milliseconds when set up with one thread and transfer data
time of 1 second. It biased the mean and median from a sample of
10 runs×6 data transfer time relative to one thread, as shown in
Figure 5d. Unlike the other configurations, that can be seen as a
persistent behavior. Nevertheless, this configuration is unusual in
practice, besides being an isolated case. Furthermore, the aforemen-
tioned runtime is irrelevant in regard to the server’s run() runtime,
whose values varied from 0.10 to 1005.80 seconds (see Figure 4a).

According to Algorithm 1, receive() runs immediately after
send() launches the sending threads, and both run concurrently
with the evaluation of the objective function. Therefore, send()
and receive() do not introduce additional time into the
P-metaheuristics runtime when the execution time of evaluate()
is higher than that obtained by send() and receive() together.
The send() runtime will be discussed in the next section.

3.2 Outgoing message processing
The benchmark conducted in this section provides a performance
analysis of the outgoing message processing as a function of two pa-
rameters: message size and number of remote servers. The incoming
message processing is switched off temporarily. The communica-
tion topology consists of a central client that is connected to |𝑆 |
remote servers, as illustrated in Figure 3b for |𝑆 | = 8. The central
client always sends one solution selected from a population of size

3A box plot presents a quick sketch of the distribution of a data set. The box is bounded
by the upper and lower quartiles, and thus locates the central 50% of the data. The bar
inside the box is the median. Open circles represent the sample mean. The whiskers
extend from the quartiles to the most extreme value that is within one-half times the
distance of the interquartile range away from the quartiles. Data beyond the end of
the whiskers are plotted individually [35].
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Figure 4: (a) Median execution time of (a) the server’s run() to receive 1000 solutions, each one of size 1000 bytes (Section 3.1); (b) receive() to
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over network (Section 3.1); and (c) send() over ten runs as a function of two parameters: (i) message size and (ii) number of remote servers
(Section 3.2). Send()’s median runtime does not take into account the sndMessage() runtime.
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Figure 5: (a) Median speedup and (b) receiving rate corresponding to the server’s run() as a function of the number of receiving threads for
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tasks and (d) receive() runtime over a sample of 10 runs×6 data transfer time as a function of the number of receiving threads. Median values
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1000 to each remote server at each iteration. We measure the total
time required by the send() function to send messages, with sizes
ranging from 1000 to 5000 bytes, to all the |𝑆 | remote servers, with
|𝑆 | = 2, 4, 8, 16. Ten independent runs were performed for each
combination between message size and number of remote servers.
The send() runtime does not take into account the execution time
of sndMessage() (line 5 of Algorithm 4) since it is highly depen-
dent on the speed of transferring data over the local network or

Internet. Anyway, it does not interfere with the 3-D surface-shape
of Figure 4c.

Figure 4c shows a three-dimensional plot of the median execu-
tion time of the send() function as a function of message size and
number of remote servers. As expected, the send()’s median run-
time increases linearly with the message size at a rate of 0.20–1.41
milliseconds per 1000 bytes, whose values grow with the number of
remote servers. Analogously, the linear growth rate of the send()
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runtime with respect to the number of remote servers varied from
0.10 to 0.48 milliseconds per server, depending on the message size.
Given that the send() and evaluate() functions run concurrently,
the send() effort is fully hidden when the effective time spent on
evaluating the solutions lies above the 3-D surface, whose values
ranged from 0.32 to 7.79 milliseconds.

In the next batch of experiments, we simulate sending mes-
sages over network using a sleep() function in the scope of the
sndMessage() function. Figure 6 depicts an execution timeline of
the iterative search of the P-metaheuristic coupled with the outgo-
ing message processing with eight remote servers. It shows how
sndMessage() behaves under different amounts of time it takes
for a message to travel from the client to the server. In Figure 6a,

0.03 0.04 0.05 0.06 0.07 0.08
Time (s)

iteration

send

(a) Random sending time

0.03 0.04 0.05 0.06 0.07 0.08
Time (s)

iteration

send

(b) Fixed sending time

Figure 6: Execution timeline visualization of the iterative search
of P-metaheuristic coupled with the outgoing message processing
with eight remote servers: (a) random and (b) fixed sending time.
The sending threads are displayed in ascending order of fixed send-
ing time. Vertical dashed lines indicate the beginning of an itera-
tion. The time spent by a single iterationwas roughly 6milliseconds.
Note that only the first ten iterations were reproduced here.

at each iteration of the for loop in Algorithm 4, the sending time
was randomly sampled over the interval from 0 to 10 milliseconds;
whereas in Figure 6b a different fixed sending time was assigned
to each of the eight sending threads, whose values varied from 3
to 10 milliseconds. As mentioned in the previous section, it draws
an analogy to some possible combinations between latency and
bandwidth of a network as well as network problems. Note that the
completion of sending some messages occurs only in the iteration
following that of submission. In that cases, the sending of a new
message is interrupted until the previous one ends.

3.3 Incoming + outgoing message processing
In the current benchmark, both the incoming and outgoing message
processing are switched on in order to provide a complete view
of the P2P-metaheuristic. The experiment was carried out with
the following parameters: eight receiving threads, eight sending
threads, message size of 1000 bytes, and population of 1000 solutions.

The sending time was randomly sampled over the interval from 0 to
10milliseconds, and the receiving timewas set at 5milliseconds. The
communication topology consists of a central peer that is connected
to eight remote peers. The central peer receives messages from all
remote peers, and sends one solution to each remote peer at each
iteration, as illustrated in Figure 3c.

Figure 7 shows an execution timeline of the P2P-metaheuristic
with eight threads for each of the incoming and outgoing mes-
sage processing. It highlights the overlap between computation and

0.03 0.04 0.05 0.06 0.07 0.08
Time (s)

receive

send

iteration

server
(run)

Figure 7: Execution timeline visualization of the P2P-metaheuristic
with eight threads for each of the incoming and outgoing message
processing. The time spent by a single iteration was roughly 6 mil-
liseconds.

communication tasks, with up to eighteen threads running simul-
taneously, without interfering with each other. By consequence,
the impact of the communication operations on the total execution
time of the P-metaheuristic is minimal.

4 CONCLUSIONS
A communication algorithm based on sockets has been incorpo-
rated into P-metaheuristics, resulting in what we have termed P2P-
metaheuristics. Three main functions make up the communication
algorithm: server’s run(), in which the multi-threaded server lis-
tens to and receives the solutions sent by remote peers; receive(),
the transfer of received solutions to population; and send(), the
sending of selected solutions from population to remote peers.

P2P-metaheuristics aim at (i) reducing the communication over-
head by overlapping communication with computation; (ii) max-
imizing the use of processing cores available on the system; (iii)
minimizing the number of locks as well as statements within
critical sections on the incoming message processing. Moreover,
the communication algorithm is fault-tolerant, asynchronous and
orthogonal to topology.

Benchmarks that simulate the incoming and outgoing message
processing 4 have shown the efficiency and scalability of the com-
munication algorithm. Given that (i) the effective time spent on
synchronous blocks is small enough that it does not degrade per-
formance, (ii) send() and receive() run concurrently with the
evaluation of the objective function, (iii) evaluate() runtime is
typically greater than a few tens of milliseconds in practice, and (iv)
the parallel asynchronous execution of multiple threads for message
exchange takes place in the background, we can conclude that the
communication algorithm runs almost entirely in the background of
4To the best of our knowledge, there is no research on communication costs and multi-
threading scalability issues in the context of algorithmic-level parallel P-metaheuristics
in order to conduct a comparative analysis based on the three benchmarks presented
in Section 3.
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a P-metaheuristic. Put differently, the proposed P2P-metaheuristic
is in practice as fast as the corresponding P-metaheuristic, even
though it continuously communicates with an arbitrary topology
of peers whatever the communication reliability.

The proposed P2P-metaheuristic fits well into modern hetero-
geneous parallel computing, in which the metaheuristic tasks are
strategically partitioned among the available compute resources in
order to accelerate the execution of the algorithm considerably. For
instance, irregular workloads can be assigned to conventional CPUs
whereas accelerator devices handle more regular workloads such
as the evaluation phase. At the same time, some lightweight com-
munication processes are executed by CPU cores in background.

Finally, we believe that the asynchronous, efficient, scalable, and
fault-tolerant communication algorithm as proposed in this work
can contribute much to the overall performance of algorithmic-level
parallel P-metaheuristics. An immediate follow-up research would
be to implement and evaluate the parallelization of the outgoing
message processing. Another interesting study would be to evaluate
the performance of the algorithm on real-world problems as well
as its scalability to thousand of processes.
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