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ABSTRACT
Efficiently representing and generating combinations can allow

the seamless visualization, sampling, and evaluation of combinato-

rial architectures. In this paper, being relevant to tackle resource

allocation problems ubiquitously, we address the subset sum prob-

lem by (1) using gradient-free optimization with a number-based

representation of the combinatorial search space and by (2) gen-

erating combinations with minimal change order through parallel

reductions in the GPU.

Our computational experiments consisting of a relevant set of

problem instances and gradient-free optimization algorithms show

that (1) it is possible to generate combinations in the GPU efficiently,

with quasi-linear complexity, (2) it is possible to tackle instances

of the subset sum problem within a reasonable number of func-

tion evaluations, and (3) Particle Swarm Optimization with Fitness

Euclidean Ratio converges faster.

Since the search space of number-based representations is one-

dimensional and amenable to parallelization schemes (e.g., GPU),

we believe our work opens the door to tackle further combinatorial

problems.

CCS CONCEPTS
• Computing methodologies → Search methodologies; • Ap-
plied computing → Operations research;
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1 INTRODUCTION
The research of combinatorial problems allows designing com-

plex behaviors and systems ubiquitously, particularly in Reliability
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Engineering[1], in Decision Sciences[2], in Operations Research[3],

in Graph Theory[4], in Cryptography[5], in Database Management

Systems[6], in Network Design[7–9], in Material Science[10], in

Chemistry[11], in Logic Systems [12] and in LanguageModeling[13].

The subset-sum problem aims to find a subset from a superset

meeting a user-defined aggregation value, such as the sum of its

elements. This problem is relevant to resource allocation problems,

and its study is particularly important to discrete design, operations

research and management fields. This paper tackles a class of the

subset-sum problem where the subset is of fixed size. This problem

instance is a particular case of the more general, widely-studied

Knapsack Problem (KP) and the Subset-Sum Problem (SSP)[14]

which are known to be NP-hard problems[15].

The subset-sumproblem is anNP-hard problem as no polynomial-

time algorithm exists to solve it [16, 17]. Dynamic Programming[18–

20] and exact algorithms extending the Bellman’s recursion exists

for small-scale instances of the subset-sum problem[21]. Moreover,

the 3/4 approximation ratio is a well-known worst-case guaran-

tee [14, 22]. As such, heuristics search methods[23, 24], as well

as local search methods[25] are the usual preference. The reason

behind this choice is the compelling approximation benefits and

the fast response time. Also, parallel computing often improves

time and space bounds wherever feasible; for instance, the parallel

version of the branch and bound algorithm[27] and the efficient

implementations of the parallel-random machine model[28].

Branch and bound[29] and genetic algorithms [30, 31] are well-

established global search methods tackling the subset-sum problem.

The appealing nature of being gradient-free and flexible allows

for tailored selection, particular data structures, and local search

schemes. For instance, evolutionary computing with the penalty

selection method[32], genetic algorithms using the rejection of in-

feasible offsprings [33], and a tailored penalty method [34]. For

instance, the dynamic evolutionary optimization of the subset-sum

problem [35], the dynamic multi-objective optimization with a ge-

netic algorithm and the external archive, and a hybrid between a

Pareto dominance and aggregated fitness [36], and the (1+1) evolu-

tionary algorithms with the superiority of feasible point selection

and the binary representation[37].

Methods for sampling, mutation, and selection tailored to the

subset-sum problem received relevant attention in the community.

Often, the binary and the tuple representations are the usual choices.

For a superset of size 𝑛 and a subset of size 𝑘 , the binary representa-

tion is an 𝑛-dimensional binary vector space with 𝑘 ones and 𝑛 − 𝑘
zeros; and the tuple representation is a 𝑘-dimensional vector related

to a combination element out of the

(𝑛
𝑘

)
. The subset-sum with fixed

size under rather distinct representation than the binary and the

tuple representation has been elusive in the literature. The essential
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role of effectively representing the search space in the subset-sum

problem has been discussed in [35, 38]. Moreover, [39] discussed

the possibility of using the number-based representation and Dif-

ferential Evolution with the global and local neighborhood, and

[40] compared the feasibility of using nature-inspired algorithms.

This paper extends [39] and [40] by enabling parallel reductions

in the GPU to generate associated combinations from numbers;

thus, gradient-free optimization algorithms can sample the number

search space more efficiently, allowing further scalability on 𝑛. In

particular, our contributions are as follows:

• We tackle the subset sum problem with fixed size over the

integer search space, rendering a one-dimensional combi-

natorial search space. Compared to the conventional rep-

resentations, our approach is amenable to parallelization

schemes.

• We evaluate the generation of combinations from numbers

using a decoding algorithm based on revolving door order

through a Graphics Processing Unit. Our theoretical obser-

vations and experiments show the efficiency quasi-linear

complexity, which is good due to its implications for scala-

bility.

• We evaluate a relevant set of nature-inspired optimization

algorithms considering distinct forms of gradient-free sam-

pling, selection pressure, the balance of exploration-exploitation,

and the multimodality considerations. Our computational

experiments show the attainability of obtaining optimal so-

lutions within a reasonable number of evaluations (10
4
).

2 PROPOSED APPROACH
2.1 The Subset-Sum Problem
Let a superset be S = [𝑛] = {1, 2, 3, ..., 𝑛}, a 𝑘-subset of [𝑛] is the
tuple 𝑐 = (𝑐1, 𝑐2, ..., 𝑐𝑘 ), with 𝑐𝑖 ∈ [𝑛].

The subset-sum problem with a fixed size aims to

Find 𝑐 such that

𝑘∑
𝑖=1

𝑐𝑖 = 𝑠, (1)

where 𝑐𝑖 is the 𝑖th element of the tuple 𝑐 , 𝑘 is the size of the combi-

nation object and 𝑠 is a user-defined aggregation value.

Generalizing (1) for variable size 𝑘 leads to the widely-studied

Knapsack Problem. And when (1) is a weighted sum, the above

formulation becomes the balanced subset-sum[41].

The reader may note that S refers to the set of integer numbers

up to 𝑛. By studying the possible values of combination elements, it

is possible to compute the feasible limits in the user-defined sum 𝑠 .

The combination with the smallest integers is 𝑐 = (1, 2, 3, ..., 𝑘), thus
the lower bound of the sum 𝑠 becomes the sum of such numbers

𝑠𝑙 =
𝑘 (𝑘 + 1)

2

. (2)

Conversely, the combination with the largest integer numbers

from the set S is 𝑐 = (𝑛 −𝑘 + 1, 𝑛 −𝑘 + 2, ..., 𝑛 − 2, 𝑛 − 1, 𝑛), then the

upper bound of the sum 𝑠 is the sum

𝑠𝑢 = 𝑛.𝑘 − 𝑘 (𝑘 − 1)
2

. (3)

Let

C =

{
𝐶1,𝐶2, ...,𝐶(𝑛𝑘)

}
(4)

be the

(𝑛
𝑘

)
different 𝑘 combinations of the set [𝑛], with 𝑛 ≥ 𝑘 , and

𝑘 ≥ 1.

It is possible to represent general combinations by using the 𝑘-

tuple (𝑐1, 𝑐2, ..., 𝑐𝑘 )[45] and by using the binary 𝑛-tuple (𝑏1, 𝑏2, ..., 𝑏𝑛)
in which 𝑘 ones and 𝑛 − 𝑘 zeros correspond to selected and unse-

lected elements of the set S.
In this paper, we use an alternative method to represent a com-

bination: by using the integer numbers. Here, each element of

the set C is associated with an integer number from the set I =
{0, 1, 2, ...,

(𝑛
𝑘

)
− 1}, thus there exists a bijection 𝑓 : I → C, that

generates a combination tuple 𝑐 given an integer number[42–44].

Accordingly, we tackle (1) by formulating the subset-sum prob-

lem with fixed size as an optimization problem over the integer

search space

Minimize
𝑥

𝐹 (𝑥) subject to 𝑥 ∈ I, (5)

in which the cost function 𝐹 is as follows (example in Fig. 1-(a)):

𝐹 (𝑥) =
���𝑔(𝑓 (𝑥)) − 𝑠 ��� (6)

𝑔(𝑐) =
𝑘∑
𝑖=1

𝑐𝑖 , (7)

where |...| in (6) denotes the absolute function, 𝑥 is the integer

representing the combination tuple 𝑐 , 𝑓 (𝑥) is the function which

generates the combination tuple given the integer number 𝑥 ∈ 𝐼 , 𝑠
is the user-defined subset-sum 𝑠 given the boundary ∈ [𝑠𝑙 , 𝑠𝑢 ]), and
𝑔(.) is the aggregation function of the elements of the combination

𝑐 .

Since searching over the integer search space 𝑥 ∈ 𝐼 implies

generating big numbers when 𝑛 and 𝑘 becomes relatively large, we

use the absolute value to avoid issues in bloating. The proposed

cost function 𝐹 in (6) is non-differentiable and multi-modal:

• Both the absolute value in (6) and the aggregation function 𝑔

imply non-differentiable terms, thus gradient-free optimiza-

tion algorithms over the search space 𝐼 are suitable to tackle

problem (5). For instance, Fig. 1-(a) shows and example of

the landscape of the cost function 𝐹 (𝑥) for all combinations

(by complete enumeration) associated to the particular case

𝑥 ∈ 𝐼 and 𝑛 = 20, 𝑘 = 10, 𝑠 = 80. The reader may easily the

non-convexity and the rugged fitness landscape.

• Also, both the absolute value in (6) and the aggregation

function 𝑔 imply multi-modality, that is the possibility to

find multiple optimal solutions 𝑥∗ ∈ 𝐼 that meet the criterion

𝐹 (𝑥∗) = 0. For example, Fig. 1-(b) shows the histogram

(frequency) of the count of the number of optimal solutions

fulfilling 𝐹 (𝑥∗) = 0 for all combinations within the particular

case 𝑛 = [1, 20], 𝑘 = [1, 𝑛/2], 𝑠 ∈ [𝑠𝑙 , 𝑠𝑢 ]. By looking at Fig.

1-(b), the bell-shaped distribution shows that it is possible

to find more than one optimal solution.

In line with the above, some of the relevant motivations to study

the number-based representation in tackling the subset-sum prob-

lem lies in the following notions
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(a) 𝐹 (𝑥)

(b) Histogram(𝑥∗)

Figure 1: (a) The cost function 𝐹 (𝑥) for all the combinations with 𝑛 = 20, 𝑘 = 10, 𝑠 = 80.
(b) Count of optimal solutions 𝑥∗ satisfying 𝐹 (𝑥) = 0 for all 𝑛 = [1, 20], 𝑘 = [1, 𝑛/2],
𝑠 ∈ [𝑠𝑙 , 𝑠𝑢 ].

• Since each integer number in the set I represents a unique
combination element of C, the number-based search space

defined by 𝑥 ∈ 𝐼 is complete, is information-theoretically

optimal, and is canonical.

• Rather than being 𝑘-dimensional or 𝑛-dimensional, search-

ing over the space of numbers𝑥 ∈ 𝐼 becomes a one-dimensional

problem, whose landscape is attractive for gradient-free op-

timization algorithms.

• It is also possible to sample the search space of the subset-

sum with equal probability: generating a combination from

a number is independent of the past generation history of

combinations.

• For large 𝑛, using the integer domain is preferable when it

is impossible to generate the full set of combinations[45–

52], and when it is impractical to generate combinations

randomly [53, 54] and sequentially [55].

Algorithm 1 Unranking Algorithm

1: procedure Unrank(𝑥, 𝑘)

2: Input 𝑥 ⊲ Rank Number

3: Output (𝑐1, 𝑐2, ..., 𝑐𝑘 ) ⊲ Combination Object

4: 𝑐𝑜
𝑘
← 𝑘 ⊲ Initial approximate solution

5: for 𝑖 ← 𝑘 downto 1 do

6: 𝑐𝑖 ← 1 +
⌊
Minimize |𝐽 (𝑐, 𝑖, 𝑥) | with 𝑐 ⩾ 𝑖

⌋
7: 𝑥 ←

(
𝑐𝑖

𝑖

)
− 𝑥 − 1

8: end for

9: return (𝑐1, 𝑐2, ..., 𝑐𝑚) ⊲ Combination object

10: end procedure

2.2 Generating Combinations on the GPU
To realize the function 𝑓 : I→ C being able to decode an integer

number to render a combination tuple 𝑐 , we use a decoding algo-

rithm based on the revolving door order as shown by Algorithm

1, in which the element 𝑐𝑖 is generated by minimizing the cost

function |𝐽 (𝑐, 𝑖, 𝑥) | for variable 𝑐 and constraint 𝑐 ≥ 𝑖 .

In algorithm 1,

𝐽 (𝑐, 𝑖, 𝑥) =
[

𝑖∑
𝑝=1

log𝑏

(𝑐 − 𝑖
𝑝
+ 1

)]
− log𝑏 (𝑥), (8)

where 𝑖 denotes the index in the for loop of Algorithm 1 (𝑖 = 𝑘 at

initial iteration), 𝑥 denotes the integer number representing the

combination, and the base 𝑏 in log𝑏 (.) is a user-defined constant

(the larger the coefficient

(𝑛
𝑘

)
is, the larger the constant 𝑏 to handle

big numbers accurately). For standard computing environments,

we use 𝑏 = 10 since it allows to compute log𝑏 (𝑔) in feasible range.

To find the minimal of |𝐽 | in 𝑐 ∈ [𝑖, +∞], we used a gradient-

based scheme, as follows:

𝑐𝑘+1𝑖 =

{
𝑐𝑘
𝑖
− 𝐽

𝐽 ′ , if 𝑐𝑘+1
𝑖
⩾ 𝑖

𝑖, otherwise

(9)

where 𝑖 ∈ [𝑚], 𝑘 denotes the iteration number, and the subscript

𝐽 ′ denotes the first derivative of the function 𝐽 with respect to 𝑐𝑘
𝑖
.

𝐽 ′(𝑐, 𝑖) = 1

ln(𝑏)

𝑖−1∑
𝑝=0

1

(𝑐 − 𝑝) (10)

Due to the concavity of the function 𝐽 in 𝑐 ∈ [𝑖, +∞], the initial
solutions 𝑐𝑜

𝑖
∈ [𝑖, +∞] ensure convergence to the root of 𝐽 , and are

initialized as follows:

𝑐𝑜𝑖 =

{
𝑚, if 𝑖 =𝑚

𝑐𝑖+1, otherwise

(11)

The above is based on the revolving door ordering principle:

𝑐1 < 𝑐2 < ... < 𝑐𝑚 , and the closeness of 𝑐𝑖 to 𝑐𝑖+1, which ensures ef-

ficient convergence to the global optima. Thus, the minimal change
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ordering is useful when sampling properties of consecutive com-

binations efficiently. It is possible to use different orderings, e.g.,

lexicographical ordering. However, the minimal change ordering is

preferable to preserve distance when sampling arbitrary solutions

in the integer search space: the phenotypic difference of combina-

tions associated with consecutive integer numbers is one.

As for termination criterion, we use the following criteria

|𝐽 ′ | < 𝛿, (12)

|𝑐𝑘+1 − 𝑐𝑘 |/|𝑐𝑘 | < 𝜀 (13)

in which 𝛿 and 𝜀 are threshold tolerances to avoid division and sam-

pling with very small numbers. Without loss of generality within

the context of standard desktop environments, we use 𝛿 = 𝜀 = 10
−8
.

Since both functions 𝐽 and 𝐽 ′ in Eq. 11 are parallelizable and com-

putable in𝑂 (𝑖) time by using a single processor, and in𝑂 (log 𝑖) time

by using at most 𝑂 (𝑖/log 𝑖) processors (to ensure work-efficiency

in parallel cores according to the Brent’s Theorem
1
), we used a

parallel reduction algorithm. As such, we reduce 𝑖 sums in multiple

elements per thread in a CUDA-enabled Graphics Processing Unit

(GPU).

2.3 Complexity of Decoding Combinations
To evaluate the computational efficiency of generating combina-

tions, we define the asymptotic complexity behavior as the function:

𝑇 (𝑘) ≈
𝑘∑
𝑙=1

𝑡𝑙∑
𝑗=1

𝛼 (𝑙)︸        ︷︷        ︸
𝐹 (𝑘)

+
𝑘∑
𝑙=1

𝛽 (𝑙)︸   ︷︷   ︸
𝐺 (𝑘)

, (14)

where 𝑙 is the order of the for loop in Algorithm 1
2
; 𝑡𝑙 represents the

number of iterations used to solve the minimization problem (in line

6 of algorithm 1) in the 𝑙-th for loop; 𝛼 (𝑙) denotes the complexity of

evaluating the objective function 𝐽 and its gradient 𝐽 ′ during the 𝑙-

th for loop; and 𝛽 (𝑙) denotes the time complexity of evaluating the

binomial coefficient of line 7. Basically,𝑇 (𝑘) computes the expected

complexity to solve the 𝑘 minimization problems and 𝑘 binomial

coefficients, denoted by 𝐹 (𝑘) and 𝐺 (𝑘), respectively.
• In case of using a single processor, the time complexity of

both 𝛼 (𝑙) and 𝛽 (𝑙) is 𝑂 (𝑖). Then,

𝐹 (𝑘) ≈ 𝑘𝑡1 + (𝑘 − 1)𝑡2 + (𝑘 − 2)𝑡3 + ... + 𝑡𝑘 (15)

𝐺 (𝑘) ≈ 𝑘2 (16)

• In case of using at most 𝑂 (𝑘/log𝑘) processors, the time

complexity of both 𝛼 (𝑙) and 𝛽 (𝑙) is 𝑂 (log 𝑖). Then,

𝐹 (𝑘) ≈ log(𝑘)𝑡1 + log(𝑘 − 1)𝑡2 + ... + log(1)𝑡𝑘 (17)

𝐺 (𝑘) ≈ 𝑘 log(𝑘) (18)

1
assuming algebraic operations with numbers in𝑂 (1)

2𝑙 = 1 when 𝑖 = 𝑘 , and 𝑙 = 𝑘 when 𝑖 = 1

3 COMPUTATIONAL EXPERIMENTS
This section describes our experiments and results evaluating the

feasibility of our proposed approach.

3.1 Generating Combinations
To evaluate the feasibility to generate combinations in the GPU,

we implemented the algorithm 1 in CUDA, and experimentally

investigated the complexity behaviour and the number of iterations

𝑡𝑙 used for decoding combinations from given integer numbers. Our

computing environment consisted of an Intel i7-4930K @ 3.4GHz,

and algorithms were implemented in Matlab.

We generated combinations from the first billion group from

values of 𝑛 ∈ {100, 200, ..., 1000} and 𝑘 ∈ {100, 200, ..., 1000} in our

computing environment. The main reason behind using values of

𝑛 up to 1000 is due to the fact of having computational restrictions

on the allowable representation of integer numbers (the maximum

number being able to be represented in a standard computing envi-

ronment in Matlab is defined by realmax, which is 1.7977 × 10308).
However, we argue that it is possible to overcome this limit by

numerical precision libraries and extend the memory capacity of

our computing environment, which is out of the scope of this paper.

Naturally, since our approach is useful for applications involving ar-

bitrary (non-sequential) sampling without repetition, compression

efficiency, and concurrency (parallelization), our future work would

aim at evaluating the accuracy and feasibility of using advanced

computing environments (e.g., multi CPU-GPU devices).

Fig. 2 portrays the total number of iterations for all 𝑛 and 𝑘 , and

Fig. 3 estimates complexity metrics with respect to the value of 𝑘 .

The reason we evaluate both Fig. 2 and Fig. 3 as a function of 𝑘 is

due to algorithm 1 is a function of 𝑘 for a given 𝑥 . As we can observe

from Fig. 2, the number of iterations 𝑡𝑙 is constant, in the worst

case, and the average number of iterations decreases as a function

of 𝑘 . Thus, assuming that 𝑡1 = 𝑡2 = ... = 𝑡𝑙 = ... = 𝑡𝑘 = 𝑡 in (15)-(17),

the time complexity is expected to be bounded by 𝑂 (𝑚2), when
using a single processor (from Eq. 15), and bounded by 𝑂 (𝑘 log𝑘),
when using at most 𝑂 (𝑘/log𝑘) processors (from Eq. 17).

The above-mentioned observations agree with our empirical

estimations of Fig. 3 which shows the complexity metrics 𝑇 (𝑘)
when using a single and multiple processors. In Fig. 3 - Fig. 4,

we can observe that a quasi-quadratic function is obtained when

using one processor, and a quasi-linear behaviour is achieved when

using more than one processor. Furthermore, the above attained

complexity is independent of the number of elements 𝑛, which is

scalable when 𝑛 is large, or time-varying.

3.2 Gradient-free Optimization Algorithms
We used the following heuristics:

• Particle Swarm Optimization with Fitness Euclidean Ratio

(FERPSO)[56],

• Differential Evolution with Successful Parents (DESPS)[57],

• Dividing Rectangles Algorithm (DIRECT)[58, 59],

• Rank-Based Differential Evolution (RBDE)[60],

• Success-History Based Parameter Adaptation Differential

Evolution (SHADE)[61],

• Differential Evolution with Global and Local Neighborhoods

(DEGL)[62],
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(a) Number of iterations (b) Average number of iterations

Figure 2: Number of iterations when generating combinations in 𝑛,𝑘 ∈ [100, 1000].

(a) One processor (b) Many processors

Figure 3: Complexity as a function of 𝑘 when generating combinations in 𝑛,𝑘 ∈ [100, 1000].

Our motivation for using the above set is to include distinct

forms of sampling, selection pressure, the balance of exploration-

exploitation, and multi-modality considerations. Although some

of the algorithms mentioned above perform in continuous search

spaces, the rounding function is a straightforward mechanism that

enables through comparisons across experiments. Devising a sam-

pling scheme tailored to integer numbers is potential to improve

convergence further and is left for future work in our agenda.

Some of the key parameters in the above-mentioned schemes

are inertia weight 𝜔 = 0.7, weight on the local best 𝑐1 = 0.5, weight

on the global best 𝑐2 = 1, population size 100. In Differential Evo-

lution algorithms, the crossover rate was 𝐶𝑅 = 0.5, the mutation

strategy was DE-current-to-best/1 mutation strategy with scaling

factors 𝐹 = 0.7. The neighborhood ratio in DEGL 𝜆 = | 𝑙𝑛 (𝑈 (0,1))
2

|.
The coefficient 𝛽 involved in the Whitley distribution scheme in

Rank-Based Differential Evolution (RBDE) was set as 𝛽 = 2. The

global/local weight parameter in DIRECT was set to 10
−4
. Fine

tuning of these parameters is out of the scope of this paper.

3.3 Tackling the Subset Sum
We used the following settings for subset sum problems: 𝑛 = 50,

and 𝑘 = 𝑛/2, in which

• Values of user-defined subset sum 𝑠 are defined as:

𝑠 = (1 − 𝑎) .𝑠𝑙 + 𝑎.𝑠𝑢 , (19)

for 𝑎 = {0.25, 0.75}.
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Figure 4: Comparison of complexity metric as a function of 𝑘 when generating combina-
tions in 𝑛,𝑘 ∈ [100, 1000].

• For each value 𝑎, 30 runs were performed to solve Eq. 5.

• For each run the maximum number of evaluations was 10
4
.

The principal motivation of using 10
4
evaluations is to evaluate

the efficiency of the proposed approach under a restrictive evalua-

tion budget. Moreover, using multiple independent runs allows fair

comparison over random initialization schemes. Also, by setting

𝑎 = {0.25, 0.75}, we enable to evaluate fitness landscapes distributed
in [𝑠𝑙 , 𝑠𝑢 ]. Using 𝑎 = 0 and 𝑎 = 1 are trivial, since they correspond

to the combinations (1, 2, ..., 𝑘) and (𝑛 − 𝑘 + 1, 𝑛 − 𝑘 + 2, ..., 𝑛 − 1, 𝑛),
respectively. Furthermore, for an extended search space, we set the

value of 𝑘 = 𝑛/2 for a wide search space. Since the solutions are

encoded by 𝑥 ∈ I, for I = {0, 1, 2, ...,
(𝑛
𝑘

)
− 1} and |I| =

(𝑛
𝑘

)
, then

𝑘 = 𝑛/2 allows |I| =
( 𝑛
𝑛/2

)
to attain the largest size for any given

value of 𝑛. For example, when 𝑛 = 50 and 𝑘 = 25, the search space

consists of |I| = 1.26 × 1014 numbers, which is a challenging search

space.

3.4 Results and Discussion
Fig. 5 shows the mean convergence of the cost function 𝐹 (𝑥) across
the best solutions over independent runs, whereas Fig. 6 shows its

standard deviation. In these figures, the x-axis depicts the number

evaluations, and the y-axis shows the cost function 𝐹 . The global

optima relates to the criterion 𝐹 = 0. The reader may note that

in each plot of Fig. 5, there exists six convergence lines, each of

which related to a gradient-free optimization algorithm. Although,

some of the studied algorithms, such as FERPSO, are suitable for

multi-modal problems, we obtain the single/best optimal solution

for a fair comparison. By observing Fig. 5 and Fig. 6, we observe

note the following facts:

• Among the studied algorithms, DIRECT shows sudden de-

creases over a number of function evaluations. This is due to

DIRECT being a deterministic algorithm, thus the standard

deviation in Fig. 6 is zero across independent runs. Although

it is possible to a stochastic-like feature by allowing variable

grid formation, the study of such extensions is left for future

agenda.

• Among the studied algorithms, FERPSO shows the faster

average convergence (over 30 runs). We believe this obser-

vation occurs due to the sparsity-inducing mechanisms to

sample close and elite solutions within multiple (implicit)

neighborhoods. Since the fitness landscape is noisy and mul-

timodal, Fig. 1-(a) shows, FERPSO naturally suits to tackle the

global optima with faster convergence. As such, we observed

that FERPSO achieved the global optima in around 3000 func-

tion evaluations, whereas other algorithms required between

6000 and 9000 function evaluations, in the best cases.

• The search space is wide: it has more than 10
14

numbers.

Despite such a large space, most of the studied algorithms

converged to the global optima or close to it. Also, as the

standard deviation decreased with respect to the number of

evaluations, the population of nature-inspired algorithms

converged to the global optima, or close to it.

• The above observations imply the feasibility of using gradient-

free optimization algorithms over the integer space. The

fact of using an enumerative representation with a minimal

change order enables to generate a sparse fitness landscape

over the entire combinatorial search space. In some particular

situations, we also observed that random initialization was

sufficient to generate optimal or close to optimal solutions

to the subset sum problem. Investigating this phenomenon

for large 𝑛 is in our future agenda.

Furthermore, we compared the statistical difference in the con-

verged cost functions after 10
4
evaluations. Fig. 7 shows the sta-

tistical significance test over 30 independent runs based on the

Wilcoxon test at 5% significance level. In this figure, the symbols

with ’+/=/-’ denote situations in which an algorithm in the row

(vertical axis of the heat map) is significantly better/similar/worse

to an algorithm in the column (horizontal axis of the heat map).

By looking at the obtained results, we can confirm that, most algo-

rithms, with the exception of DEGL, perform similarly by achieving

comparatively similar performance.

The observationsmentioned above imply that the highly sparsity-

inducing mechanisms induced by neighborhood strategies such as

the Particle Swarm with Fitness Euclidean Ratio (FERPSO)[56] are

potential for fast convergence, in average. Moreover, most gradient-

free optimization algorithms studied in this paper converged to

optimal solutions, despite tackling a large search space consisting

of about 10
4
function evaluations. We believe the above-described

phenomenon is due to the integer search space and the minimal

change order tracking the potential solutions in the combinatorial

search space. The further study of tailored mutation strategies and

optimization algorithms is on our agenda.

We believe our results in this paper offer the building blocks to

extend the nature-inspired optimization algorithms using enumer-

ative encoding. Investigating the performance over a large number

of combinatorial optimization problems, based on the implications

of the subset sum problem and the GPU-based generation of com-

binatorial objects, is on our agenda.

4 CONCLUSIONS
We have presented a new approach for the subset sum problem us-

ing gradient-free optimization. Our approach samples the number
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(a) 𝑎 = 0.25 (b) 𝑎 = 0.75

Figure 5: Mean convergence behaviour of the evaluated algorithms over 30 independent runs for 𝑛 = 50.

(a) 𝑎 = 0.25 (b) 𝑎 = 0.75

Figure 6: Standard deviation of the convergence of the evaluated algorithms over 30 independent runs for 𝑛 = 50.

search space and generates combinations by the parallel reduc-

tion in the Graphics Processing Unit (GPU) based on the minimal

change order. Our computational experiments have shown (1) the

feasibility of generating combinations efficiently within a reason-

able computable range and (2) the feasibility of using gradient-free

optimization algorithms to find combination objects that meet the

user-defined aggregation values within a reasonable number of

evaluations. Our GPU approach aims to realize the practical ef-

ficiency for resource allocation problems, such as agents, space,

memory, time, throughput, and capital. We aim to study further

combinatorial problems and tailored search strategies to explore

the frontiers of the nature-inspired optimization algorithms aided

by enumerative encodings. When using numbers as representation,

the search space becomes one-dimensional and is amenable to par-

allelization schemes. We believe our work opens the door to tackle

combinatorial problems by GPU-based implementations.
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