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ABSTRACT

Automatic Speech Recognition (ASR) has undergone substantial
improvements since the incorporation of deep learning. However,
the vulnerability of neural networks to imperceptible adversarial
perturbations exposes ASR-based devices to potentially serious
threats. So far, imperceptibility of audio adversarial examples has
been associated with small, or inaudible perturbations. In this paper,
we expand the domain of viable audio adversarial examples to
include audible, but inconspicuous adversarial perturbations. We
present EvolMusic, the first targeted adversarial attack based on
musical note-sequences. Our musical perturbations are generated
via an adaptive evolutionary approach in a black-box setting. We
evaluate our attack against DeepSpeech v0.9.1 using the Fluent
Speech Commands dataset.
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1 INTRODUCTION

Automatic Speech Recognition (ASR) is an increasingly pervasive
technology with security-critical applications such as in-car navi-
gation systems, smart home devices, and telephone assistance lines.
The incorporation of deep learning into ASR systems introduces a
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vulnerability to adversarial examples — inputs crafted with the pur-
pose of misleading the system while going unnoticed by humans
[1-3]. Several techniques for crafting such malicious inputs have
been developed in both, white and black-box settings, with most
of the applications in the computer vision domain [4]. Research in
the adversarial robustness of ASR systems has experienced recent
progress, but it is still incipient [5-7].

With this work, we demonstrate that it is possible to craft musical
adversarial perturbations which can change an input classification
to a chosen target. We consider a black-box setting and generate
musical note-sequences via an adaptive evolutionary approach.
Such musical perturbations are audible, but may not be perceived
as harmful and can potentially go unnoticed if embedded into some
musical background. We consider DeepSpeech v0.9.1 as our target
model and evaluate EvolMusic using common audio commands.

2 THREAT MODEL

The goal of our attack is to change the transcription of an audio
input to a target prediction by adding musical perturbations to
it. In analogy with evolutionary biology, a musical note-sequence
corresponds to the genotype and the adversarial example, i.e. the
note-sequence in addition to the original audio, corresponds to the
phenotype. The fitness score of an adversarial example is given by
the edit distance between its prediction by the model and the target.
We denote by DY the vector of scores of generation g.

Figure 1 illustrates how EvolMusic works in a simplified setting,
with different colors indicating different notes. After creating the
initial population with N members, we iterate through steps 1 — 5
until the fittest member’s prediction matches the target, or until a
chosen maximum number of generations is reached. At each step,
parents are selected with probabilities p9 = sigmoid(D9). We make
the following design choices to help to escape local minima:
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!Mutants are random note-sequences.

2The mutation of a child corresponds to the addition of a random value to each note
following a normal distribution N (0, muts;q), with muts;q a hyperparameter to be
tuned.
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where A = o (DY) /u (DY) is the ratio between the standard devia-
tion and the average of the scores vector of the elite members 3 D9 at
generation g and « is the minimum probability value, which can be
adjusted for each mutation operation. sig(-) denotes a sigmoid-like
function, sig(x) = 1/(c + exp(—x)), and the constant c is adjusted
to control the maximum value of pfnut ant and p‘;}nu, ate:

2) Different types of crossover, illustrated in Figure 2: We con-
sider both a standard and a complementary split point — the latter
switches the order of the notes. We also allow for a piece-wise
crossover, which creates children based on the parts of the parents
which produce a better target match.
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Figure 1: EvolMusic: population size N, with M mutants
added at each generation.
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Figure 2: Crossover Types: The dark, downward arrows indi-
cate a coin toss to select the type of operation.

3 EXPERIMENTS

We benchmark our attack on randomly selected audio files from
the Fluent Speech Commands dataset [8] and use a maximum of
3000 iterations to run the attack. We consider two sets of target

3Elite members are the best N members of the generations g and g — 1.
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Table 1: Results for all ten targets obtained from the Google
Speech Commands dataset

Original Target Prediction Score®
switch off the washroom lights yes yes 0.0
make it quieter down down 0.0
switch language stop stop 0.0
switch off the washroom lights go go 0.0
play the music no no 0.0
make it louder on on 0.0
bathroom lights on left let 0.25
I need volume off of 0.33
bedroom heat down right eighteen 0.5
turn the kitchen temperature down up upon 0.5

* normalized edit distance between target and prediction

predictions: 1) The transcriptions of the Google Speech Commands
dataset [9], and 2) The top 20 commands uttered to Google Home
[10]. We report the target success rate and the average target simi-
larity, defined as 1 — the average normalized edit distance.

Results for targets from the Google Speech Commands dataset
are summarized in Table 1. We obtain an average target success
rate of 60% and an average target similarity of 84% for this dataset.

On targets from the top 20 Google Home commands, our attack
achieves a target success rate of 15% and an average target sim-
ilarity of 63%. The average word error rate between the original
transcriptions and the predicted targets is 105%.

4 CONCLUSION

With EvolMusic we have demonstrated that it is possible to gener-
ate targeted attacks in a black-box setting with sequences of musical
notes. To the best of our knowledge, this is the first targeted adver-
sarial attack based on musical perturbations.
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