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ABSTRACT

Diabetes mellitus is a lifelong disease in which either the pancreas
fails to produce insulin or the produced amount is insufficient to
control blood sugar levels. A way to tackle this malfunctioning is to
devise an artificial pancreas endowed with a personalized control
algorithm able to regulate the insulin dosage. A crucial step in real-
izing such a device is to effectively forecast future glucose levels
starting from past glucose values, the knowledge of the food intake,
and of the basal and the injected insulin. The increasing availability
of medical diabetes data sets is providing unprecedented oppor-
tunities to identify correlations inside these data even harnessing
innovative investigation methods, such as deep learning.

As an alternative to the deep learning methods successfully used
as forecasting models, we exploit a neuroevolution algorithm to
model and predict future personalized blood glucose levels. The
discovered subjective regression model can represent the control
algorithm of an artificial pancreas. This model is assessed through
experiments performed on a real-world database containing data of
six patients suffering from Type 1 diabetes. To further evaluate the
effectiveness of the predictions derived from the proposed approach,
the results are also compared against those obtained by other state—
of—the-art recently proposed methods.
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1 INTRODUCTION

Diabetes mellitus (DM) is a metabolic disease provoked by the
malfunction of the pancreas in releasing the insulin responsible
for regulating the amount of the blood glucose (BG) in the body.
Untreated high BG levels can damage nerves, eyes, kidneys, and
other organs or sometimes involve fatal complications like heart
attacks and strokes. Fortunately, managing diabetes is possible by
changing the living habits and monitoring blood glucose levels,
so reducing the risk of developing these medical complications.
Thanks to monitoring, it is possible to establish whether the thera-
peutic plan adopted, consisting of a set of drugs, diet and exercise, is
able to keep the blood glucose level under control. Being patients re-
luctant to control such a level by means of invasive devices because
of the associated pain, the use of minimally invasive Continuous
Glucose Monitoring System (CGMS) devices for the measurement
of the Interstitial Glucose (IG), i.e., the glucose in the subcutaneous
tissue, has spread. These devices allow continuous measurements
that are gathered in medical data sets. These data can be exploited
to derive control algorithms able to perform a glycemic control
through the forecasting of future glucose levels.

In the last decade, to improve the quality of life of Type 1 DM
(T1DM) subjects, researchers have focused on developing a closed-
loop control system, the so-called Artificial Pancreas (AP). A fun-
damental part of the AP is represented by the control algorithm
capable of automatically driving an insulin pump for providing the
needed amount of insulin, so as to maintain the glucose level within
a safe range.

Different models have been proposed in literature attempting to
capture the future glucose trend, as reported in Section 2. However,
despite the achieved progresses, glycemic control remains a very
complex task, and there is a significant interest in developing inno-
vative time-series forecasting methods for predicting blood glucose
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levels. Such an interest has inspired the second Blood Glucose Level
Prediction (BGLP) challenge helded in conjunction with the 5th
International Workshop on Knowledge Discovery in Healthcare
Data at ECAI in August 2020, in Santiago de Compostela, Spain
[2]. During this challenge, the OhioT1DM data set, containing data
from subjects suffering from T1DM [24], has been employed to
evaluate the performance of different forecasting strategies. A deep
learning approach has resulted to be the top-performing prediction
model [30].

The contribution of this paper is to investigate neuroevolution
for deriving personalized forecasting models. These models are
used for estimating subjective glucose levels in future instants of
time from past glucose measurements on the basis of the ingested
carbohydrates, and of the basal and the administered insulin. The
idea is to ascertain the ability of the neuroevolution to automatically
obtain neural network models simpler than those typical of the deep
learning structures [33], based on complex structure of artificial
networks. In this way, the regression model discovered through
the neuroevolution approach, characterized by low computational
complexity, presents the advantage to be used for a personalized
control algorithm in glucose regulating systems as the AP.

To perform a fair comparison, the experimental trials are per-
formed over the Ohio T1IDM data set, using a supervised learning
approach to solve the problem of time-series glucose forecasting as
in the BGLP challenge.

The paper is structured as follows. In Sect. 2 a brief overview of
related works is outlined. Section 3 describes the neuroevolution
methodology for solving the regression problem. The achieved
results are discussed and compared with those from other models
in Sect. 4. Conclusions and future work are exposed in Sect. 5.

2 RELATED WORKS

Numerous time-series forecasting methods for predicting blood
glucose levels have been proposed [31]. These approaches can be
roughly categorized in physiological, hybrid and data-based models.
The physiological models are related to the development of glucose-
insulin compartmental models each capable of emulating different
human physiological behavior by describing the glucose dynamics
during the insulin treatment [16, 28, 37].

The hybrid models combine physiological models with other soft
computing methodologies techniques, such as swarm optimization
[1], grammatical evolution [7], long short-term memory (LSTM)
networks [36].

The approach here proposed falls within the data-based models,
i.e. models that provide a prediction of glucose signals by learn-
ing evolution patterns from data. These data are represented by
CGM measurements sometimes complemented with manual or
computed recordings coming from other wearable sensors, and
have been widely used for forecasting future glycemic trends for
T1DM patients.

Sparacino et al. [32] exploited CGMS data within a first-order
autoregressive model and compared the outcomes with a first-order
polynomial model. For both methods, at each sampling time, a new
set of model parameters is identified by means of weighted least
squares techniques.
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Peréz-Gandia [29] harnessed a fully connected artificial neural
network model made up of three layers with a number of neurons
equal to ten, five, and one, respectively. The transfer function is
sigmoidal in the first two layers, while is linear in the third. This
network exploits as inputs the current glucose measurement and
its timestamps together with a limited number of previous glucose
samples from the CGM system, and returns as output the glucose
prediction at the chosen forecasting time horizon.

Zecchin et al. [40] proposed a jump neural network algorithm
that, in addition to past CGMS data, also exploits carbohydrate
intake information to derive a short-term (30-minute horizon) BG
prediction model.

Zarkogiovanni et al. [39] presented a comparative evaluation
of four models, a feedforward neural network, a self-organizing
map, a neuro-fuzzy network with wavelets as activation functions,
and a linear regression model for the glucose prediction of TIDM
patients using BG concentration data extracted from sensors and
physical activity information.

Li et al. [22] considered a deep learning approach relying on
the combination of a Convolutional Neural Network for automatic
feature extraction and an LSTM Recurrent Neural Networks (RNNs)
for time series prediction. Such an approach leverages BG measure-
ments from a CGM device along with insulin and carbohydrate
intake information for estimating the BG levels at 30 and 60 minute
prediction horizons.

Munoz-Organero [27] presented a new hybrid model that de-
composes a deep machine learning model in order to mimic the
metabolic behavior of physiological blood glucose methods. The in-
puts to the model are the current and past measurements from CGM
devices, fast and slow acting insulin injections and food intake. The
differential equations for carbohydrate and insulin absorption in
the physiological models are modeled using an RNN implemented
using LSTM cells.

Cappon et al. [5] proposed a new deep learning method relying
on a personalized bidirectional LSTM, harnessed with an inter-
pretability tool for future BG forecasting with time horizons of 30
and 60 minutes.

Zhu et al. [41] advanced a novel deep learning model to forecast
future BG concentration by exploiting historical CGM data, ingested
meal, and delivered insulin.

During the last years some attempts relying on evolutionary-
based algorithms have been advanced to derive diabetes modeling
by using as inputs CGMS values for extracting relationships under
the form of explicit mathematical expressions [9-11, 13], even on
the basis of previous and estimated future carbohydrate intakes
and insulin injections [12, 18, 19].

3 THE NEUROEVOLUTION METHODOLOGY

Neuroevolution represents a sub-area of artificial intelligence and
machine learning which harnesses evolutionary algorithms to opti-
mize artificial neural networks by evolving not only the weights
but also the architecture during the evolutionary process. This
technique allows maintaining a population of solutions during the
search, enabling extreme exploration and massive parallelization.
The neuroevolution methodology here proposed for the extrac-
tion of a regression model is the NeuroEvolution of Augmenting
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Topologies (NEAT) algorithm developed by Stanley and Miikku-
lainen [34]. NEAT is a complex algorithm that evolves artificial
neural networks by attempting to find a balance between the fit-
ness of evolved solutions and their diversity. During evolution,
NEAT can propose both feedforward and recurrent networks. As
claimed by the same authors, three key techniques are the reason of
the NEAT efficiency: (i) employing a principled method of crossover
of different topologies, (ii) preserving structural innovation using
speciation, and (iii) incrementally growing topologies from minimal
and simple initial structures. In particular, differently from other
neuroevolution approaches, NEAT starts with a population of net-
works each of which has no any hidden nodes, and mutation may
incrementally add such nodes and the related links. Then, the use
of fitness evaluation allows the survival of only those new, more
complex, structures that turn out useful.

3.1 Prediction through NEAT

Given an objective function and a search space constituted by all
the regression models representable as neural networks, the NEAT
algorithm evolves a population of regression models, i.e., neural
network structures, to be optimized by means of the objective
function.

The problem to be solved is a time-series regression, represented
by the glucose levels in future instants of time. With measurements
taken every At minutes, we deal with a regression problem that
aims at providing the predicted glucose value G(t + hAt) for the
forecasting horizon hAt. This regression is effected by consider-
ing available in input the values for the glucose levels G(¢), the
injected insulin I(¢), and the ingested amounts of carbohydrates
C(t), in a time window of kAt before the current instant . The time-
series prediction task is transformed into the following symbolic
regression problem:

5(t +hAt) = f(G(t),G(t—At)...,G(t — kAt),I(t), I(t — At),
oIt = kAL), C(¢),C(t — At) ..., C(t — kAt))
3.1.1 Objective function. Following the rules of the BGLP chal-

lenge, in this paper too the accuracy of the forecasting regression
models found by NEAT is evaluated through a supervised learning
process by means of two error functions to be minimized.

The first function is the weighted Root Mean Square Error (RMSE)
between the actual glucose and the estimated glucose trends:

RMSE = J % ;(G(i) - G(i))?

where G(i) is the actual value of the glucose variable extracted from
CGMS, G(i) is its estimated value for the i-th item of the series,
and n is the number of samples in the training phase.

The particularity of the RMSE is that it takes the unit of measure
of the considered feature, in this case, mg/dL.

The second cost function is the Mean Absolute Error (MAE)
that computes the mean of the error between the actual and the
estimated glucose value:
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MAE = %; 1(G(i) = G (i)

The reason why a check on the MAE is needed is that the metric
based on RMSE is very susceptible to outliers, and even with a
single outlier the RMSE may increase a lot. Given the rules of the
BGLP challenge, during the evolution, the quality of each individual
will be evaluated through RMSE only.

4 EXPERIMENTAL RESULTS

4.1 The database

The experiments are conducted on the Ohio T1DM data set that
covers 8 weeks of daily living data for a total of 12 TIDM patients
[24]. As mentioned in the introduction, this data set has been em-
ployed for evaluating the performance of several techniques during
the BGLP challenge.

Within this paper the focus is only concentrated on the six pa-
tients added in 2020. All the involved people are subject to insulin
pump therapy with CGMS. The data set includes: CGMS blood
glucose estimates taken every At = 5 minutes; blood glucose mea-
surements from periodic self-monitoring of blood glucose by finger
sticks; insulin doses, both bolus and basal; self-reported meal times
with carbohydrate estimates; self-reported times of sleep, work,
and exercise, and 5-minute aggregations of heart rate, galvanic skin
response, skin temperature, air temperature, and step count.

When dealing with machine learning and neural networks, the
preprocessing phase is an important step, as the way the data are
formatted and the selected features play an important role during
the learning phase. Therefore a feature selection phase is essential.
In fact, each feature is a potential candidate to be used to feed
the forecasting model. We have made preliminary experiments by
exploring all the variables in the data set, but we have only found
useful the glucose level, the injected insulin (basal plus boluses),
and the amount of carbohydrates ingested during the day. For the
NEAT purpose, the data series of each patient is subdivided into a
training set used to carry out the learning phase to build the model
and a testing set employed to evaluate the quality of this model
over unseen samples. The number of training and testing examples
for each patient is reported in [24] together with information on
how these items have been assigned to the two sets.

After the feature selection, an alignment phase is to be carried
out on the Ohio T1DM data set [8] because the features are not
reported at the same time. This involves that the raw data should
be preprocessed to feed the neuroevolution algorithm. During this
phase, the problem emerges of missing data in the data set.

To deal with these missing values, the padding preprocessing
is used for the glucose values in the training and the testing sets.
This preprocessing works by propagating the last available value
until a new available data is encountered.

The preprocessing for insulin, instead, is performed on the basis
of the Bergman model, which allows insulin to be better distributed
over time, without having to extrapolate the last available value
when there is a missing one. This model takes into account basal
and bolus insulin and the absorption rate of carbohydrates [3].

As regards the carbohydrates intake, in presence of a meal the
gut absorption rate is modeled according to [20] as:
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D,-A,-t- eft/tmax
9 9

o=+ W
t;
max
where tmax = 5 is the time-of-maximum appearance rate of glucose
in the accessible compartment, Dy is the amount of carbohydrates
digested, and A; = 0.8 is the carbohydrates bioavailability. This
function which rapidly increases after the meal, and then decays to
0 in 2-3 hours. Outside such windows, the missing carbohydrate

values are filled with zeroes.

4.2 The findings

To solve this regression problem, we have written an algorithm in
Python that recalls a NEAT library in Python as well. This latter
is freely downloadable from [25]. The library makes it available a
configuration file in which different types of parameters are to be
set [26]. Since the initialization of the algorithm can be crucial for
the final results, a preliminary tuning is necessary to individuate
the parameter configuration that leads to the best performance. A
customized tuning for each patient and for all the possible configu-
rations is impracticable. Therefore we only investigated the patient
with identifier ID = 596 for some parameter configurations, and
then the found ‘sub-optimized’ configuration is employed to test
the algorithm performance on all the patients.

The experiments have been carried out by considering a value
of At = 5 minutes, a forecasting horizon of hAt = 30 minutes,
and a time window kAt = 60 minutes. For the experiments, ten
independent executions have been made for each patient in order
to have statistically meaningful results through the reduction of
the randomness in the initialization of the NEAT algorithm.

Given the 60-minute width chosen for the time window, given
the 5-minute sampling, and given that we consider the three pa-
rameters G, I, and C, the algorithm will take into account structures
with at most 39 input nodes (((60/5) + 1) * 3), and one output node
representing the predicted G(t + 30).

During the tuning process, most of the parameters have been
set to their default values in order to see how the setting of some
specific parameters could influence the evaluation. Given the com-
plexity of the problem, the population size and the number of gen-
erations have been set greater than the default values. By means
of preliminary experiments, we found that the performance of the
algorithm improves by using a wide set of activation functions and
all the available aggregation functions with a small probability of
mutation, as well as increasing the probability that, during a muta-
tion, an existing connection and a node will be deleted or added so
favoring the ability of the networks to mutate. The setting of the
parameters modified with respect to the default values as result of
the tuning process is reported in Table 1,.

Analogously to the BGLP challenge, as error metric the RMSE
and MAE defined in Sect. 3.1.1 have been used. It is important to
point out that the MAE is not used as a metric for the evaluation
during the evolution. The model accuracy has been evaluated in
terms of RMSE on the training and the outcomes on the testing
set are reported in Table 2. In particular, for each patient, the table
shows the average values, the standard deviation, and the best
values of the error metrics on the testing set attained by using
the ten discovered trained models with the lowest RMSE values
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Table 1: Parameter configuration for all the patients

Parameter [ Value
generations 500
population size 500
activation functions | tanh, sigmoid, relu, sin, softplus, hat, gauss
activation mutation rate 0.3
aggregation functions sum, product, max, min, median, mean
aggregation mutate rate 0.3
connection add prob. 0.6
connection delete prob. 0.6
node add prob. 0.6
node delete prob. 0.6

Table 2: Average, standard deviations, and best results ob-
tained on the testing set.

Average |St. Dev. Best
ID RMSE | RMSE |RMSE | MAE
540 23.19 0.121 |23.056|16,672
544 17.26 0.200 [17.073|11.599
552 13.871 0.196 [13.761| 7.958
567 25.812 0.066 |25.772|16.379
584 25.617 0.179 [25.396|16.653
596 18.067 0.162 [17.909|12.535
Average | 20.636 0.154 |20,494|13,633

over the ten runs performed. The last row outlines the respective
average values achieved over all the patients.

In general, the results in the table show fairly good prediction
accuracy for the personalized glucose predictions. In fact, the best
personalized RMSE/MAE errors remain confined below 26/17 mg/dl.
The model robustness is worth noting, given that the RMSE average
value of 20.636 mg/dl over all the patients is very close to the
global average of the best performance over all the patients that is
20.494 mg/dl. This aspect is also witnessed by the low values of the
standard deviations.

4.3 Clarke Error Grid analysis

Clarke Error Grid (CEG) analysis [6] is an investigation typically
performed in the diabetes field to estimate the clinical accuracy for a
patient by using the predicted versus the actual observed BG values.
The bisectrix represents a perfect prediction, while the 5 zones
(A-E) in which the plot is split return an indication of the possible
outcomes that may occur for a specific prediction. The predictions
in zone A include values within 20% of the actual values, while
those in zone B comprehend values outside of 20% but not involving
dangerous treatments for the patient. The predictions in zone C
could conduct to useless treatments. Prediction points in zone D
denote a potentially dangerous failure to distinguish hypoglycemia
or hyperglycemia. Predictions in zone E are extremely dangerous
since they indicate a confusion of the treatment of hypoglycemia
for hyperglycemia and vice versa. Predictions in the zones D and E
should be avoided.
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CEG analysis is used here to evaluate the performance over the
testing set for the six patients. Specifically, the Table 3 reports the
percentages of samples within the five grid areas for each patient
denoted with the related ID. Specifically, the table shows the per-
sonalized best results on the testing set over the 10 runs obtained in
correspondence of the forecasting model with the lowest RMSE in
the training set. Furthermore, the last column of the table shows the
best percentage of the points falling in the safe zone A+B, while the
last row outlines the average values achieved over all the patients.

Table 3: Best percentages of the samples within the CEG ar-
eas

ID A B C D E A+B
540 82.42 16.01 0.03 1.51 0.03 9843
544 92.87 6.88 0.00 0.25 0.00 99,75
552 92.87 6.50 0.00 0.63 0.00 99,37
567 85.81 12.61 0.00 1.55 0.03 98,42
584 86.14 12.73 043 0.70 0.00 98,87
596 89.10 9.50 0.00 1.37 0.03 98,60
Average (88,20 10,706 0,077 1,002 0,015 98,725

Some observations can be made on the basis of the CEG analysis
reported in Table 3:

e an important issue to note is the reliability of the forecasting
model. In fact, although 1 or 2 points are present in zone E for
some patients, the percentages of the points predicted in the
safe zone A+B for the best results are greater than 98%. The
discovered prediction models show the best performance
for the patients 544 and 552, who not only have the highest
percentage of points in safe zones but also a number of points
falling in zone E equal to 0.

the percentages of samples predicted in the unsafe zones C,
D, and E are very small, especially for the points falling in the
very dangerous zones D, with less than 2%, and E, with less
than 0,03%, so confirming the goodness of the neuroevolution
forecasting;

the difference between the actual and the estimated glucose
values can be ascribed to the fact that the glycemic control
was not performed under medical supervision, but also to the
partial and imprecise information about the insulin bolus and
carbohydrate intake provided by the patients and included
in the data set. Moreover, even the imputation procedure of
missing data can influence the prediction capability of the
model, and so can the number of features considered.

In Fig. 1 the CEG and the related forecasting results on the testing
set for the first three patients are reported.

4.4 Comparison with literature

The results achieved by our neuroevolution algorithm can be com-
pared with those attained by other techniques on the same database
during the BGLP challenge. In Table 4 the overall ranking of the
most performing techniques of the challenge, denoted by the ref-
erence to the related paper, and the NEAT algorithm, is shown.
Following the rules of the BGLP challenge, for each technique, its
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score is computed as the sum of the RMSE and MAE values av-
eraged over the six patients, and the ranking is made in terms of
increasing scores, the lower the better.

Table 4: Comparison with BGLP challenge 2020

l Paper [ RMSE [ MAE l Overall l

[30] [18.22 [12.83] 31.05
[41] | 1834 [13.37] 31.71
[17] | 19.21 [13.08] 32.29
[38] | 19.05 [13.50| 32.55
[4] | 18.23 [14.37| 32.60
[35] | 19.37 [13.76| 33.13
[21] | 19.60 |14.25| 33.85
NEAT | 20.49 | 13.63| 34.12
[23] | 20.03 [14.52] 34.55

Although a complete comparison is not possible because not all
the participants to the challenge provided the CEGs corresponding
to each patient, from this table it could seem that NEAT has worse
performance when compared with those of the most performing
algorithms. To better ascertain this aspect, in the following, we
perform a further investigation.

4.4.1 Statistical analysis. With the aim to compare the results of
NEAT in terms of RMSE against those of the other algorithms
utilized in the BGLP competition, we have performed statistical
analysis. It should be pointed out here that, out of the eight algo-
rithms officially ranked in that competition, four reported average
results whereas other four only reported results from one single run.
Statistics is based on multiple executions and on average values, so
that sound conclusions about the average behaviour of the partici-
pants can be drawn, therefore in this section we only consider the
algorithms reporting average—based results, i.e., those in papers
[4], [17], [38], and [41], and NEAT as well.

The average values obtained by each algorithm over each prob-
lem are reported in Table 5

Table 5: The average results in terms of RMSE obtained by
the five algorithms over the six subjects.

ID
540
544
552
567
584
596

[17] [41] [38]
19.55 20.14 21.00
16.56 16,28 16.69
15.04 16.08 16.92
23.07 20.00 21.93
25.19 20.91 21.88
15.85 16.63 15.87

[4] NEAT
21.03 23.19
16.14 17.26
15.82 13.87
2029 2581
2039 25.62
1570 18.07

As we wish to compare here five algorithms over six problems,
we appeal to the use of non-parametrical statistical analysis. By
following [14, 15], we have used Quade test, that takes account for
the fact that not all the problems are equally difficult, or that the
results obtained by the algorithms over them show large differences,
as it is the case here. We have chosen this test because it has better
discrimination ability than the classically used Friedman or Aligned
Friedman, since it gives higher importance to more difficult tasks.
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Figure 1: CEGs (left) and forecasting glucose results (right - in yellow and green the actual G(t) and the estimated G(t) respec-
tively) on the testing set for the patients 540, 544 and 552.

We set as null hypothesis Hy the fact that all the algorithms are Table 6: The results of the Quade test for the five algorithms.
statistically equivalent, i.e., that the results of any two algorithms
are statistically the same. We run the tests at a significance level Paper|[41] [4] [17] [38] NEAT
of 0.05, which means that there is a 5% of possibility of incorrectly Score [2.067 2.200 3.000 3.267 4.467
rejecting the null hypothesis. statistic: 1.759 p-value: 0.186

Table 6 shows the results of the execution of this test. Each
column contains, for each algorithm, its rank value. For Quade test,
the lower this value, the better the algorithm. Therefore, we can
see that the best-performing algorithm is that in paper [41], the

It is important to note that the p—value is higher than the signifi-
runner—up being that in paper [4].

cance level, which means that the hypothesis Hy is accepted, so we
cannot exclude that all the algorithms are statistically equivalent.
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From Table 6, we can see NEAT is in the last position, yet this
by itself does not automatically imply that it is inferior to the other
ones. Rather, this should be checked through the use of post-hoc
procedures. Several such procedures exist, and we have used them
all here.

Given that our aim is to investigate the quality of the NEAT
algorithm, we choose it as the control method. This means that we
contrast it against all the other algorithms.

Table 7 reports the outcome of the use of all these post-hoc
procedures. In the table, each column from the third onward re-
ports, for each procedure, the adjusted p—value for the comparison
between the i-th algorithm and NEAT.

Table 7: Post-hoc procedure for Quade test over the five al-
gorithms (NEAT being the control algorithm).

Algorithm‘statistic Bonferroni Holm Finner Hochberg Li

[41] 1.535 0.499 0.499 0.413 0.696 0.183
[4] 1.450 0.589 0.499 0.413 0.696 0.209
[17] 0.938 1.000 0.696  0.435 0.696 0.385
[38] 0.768 1.000 0.696  0.443 0.443 0.443

Each of the situations reported in Table 7 yields that the Hy
hypothesis is always accepted.

In conclusion, although the quantitative results provided by
NEAT are a bit inferior to those from the other algorithms, there is
no difference from a statistical viewpoint.

4.5 Discussion

An aspect that should be emphasized is the structure of the dis-
covered network models. The neural networks proposed by the
participants in the BGLP challenge have quite complex structures,
although they perform really well. Instead, the NEAT algorithm
presents the capability to maintain a low complexity of the indi-
vidual structure. As an example, Fig. 2 depicts the most complex
discovered structure, i.e. that related to best performing neural
networks for the patient 584. The green lines represent a positive
weight while the red lines represent a negative weight: the thicker
the line, the bigger the value of the associated weight, as to spec-
ify the importance of that link. The hidden nodes are depicted in
grey. From the figure it can be noted that a sort of feature selec-
tion of the input nodes used to feed the network is automatically
performed. Moreover, it is easy to ascertain that even such an ex-
tracted structure is extremely simple. In fact, it is characterized by
few hidden layers and few nodes per layer. This aspect represents
an advantage with respect to more complex networks deriving
from non-neuroevolution approaches. Just to better understand
how simpler NEAT models are, suffice it to report here that the
BGLP best-performing paper, i.e. [30], is based on a recurrent neu-
ral network architecture containing ten blocks with four layers
each, with 512 hidden units output by each layer. Moreover, the
BGLP runner—up paper, i.e., [41], relies on a three-layer recursive
neural network with 32 hidden units together with LSTM units and
gated recurrent units (GRUs). The difference in complexity between
those architectures and ours is striking.

To further validate this low-complexity statement, in Table 8 the
prediction features of neuroevolution models extracted for each
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patient are reported. From the table it is evident that the number
of the features with an active rule in the prediction is limited. The
most important prediction feature results to be the actual value of
glucose level G(¢) that is present in all the models, the second being
G(t — 5) that is present in four out of the six cases. On average,
each model contains 6.83 items, of which 3.33 related to glucose,
1.33 to insulin, and 2.17 to carbohydrates.

In addition, the last column of Table 8 shows the number of the
hidden nodes (hn) contained in the six best networks. The highest
value is 6, the lowest being 0 in two cases. Their average number
is 2.17, which proves that the inner structures of the proposed
networks are characterized by a very low complexity.

Table 8: Structures of the personalized neuroevolution mod-
els.

ID |Function hn

540|G(t +30) = £(G(t), G(t — 5), I(t — 50), C(t — 50)) 2

544 é(t +30) = f(G(t),G(t —15),G(t - 25),G(t —50),1(t —10),| 1
C(t),C(t —30),C(t—35),C(t—40),C(t—-55))

552 | G(t +30) = £(G(£),G(t — 15), G(t — 55),I(£ — 50))

567 5(t +30) = f(G(¢),G(t - 5),G(¢t —10),I(¢ —15),C(t —30))

584 |G (t +30) = £(G(£),G(t - 5),G(t — 10), G(t — 40), G(¢ — 45),
I(t—55),C(t—5),C(t—15),C(t —40),C(t —50),C(t —55))

596 | G(t +30) = £(G(t),G(t - 5),G(t — 15),1(£),I(t — 15), 0
I(t-30),C(t—10))

Another issue to underline is that the low complexity of the
resulting personalized predictive models discovered through the
neuroevolution approach gives the possibility to embed a control
algorithm, in addition to monitoring services, as an application on
a smart device. This control algorithm is responsible for the com-
putation of the future amount of insulin to deliver, and for driving
an insulin pump in the injection of the needed amount of insulin
boluses for the patient. The possibility to have at disposal this con-
trol on a smart device can assure that the insulin administration is
guaranteed even in conditions when a possible remote controller is
either unreachable (absence of network) or not working (computing
system power failure/unavailability). This allows patients to better
manage blood glucose levels during the day. Furthermore, this low
complexity, requiring a low computational power, permits saving
the battery device charge, which is very important to avoid diabetic
patients to remain without help.

5 CONCLUSIONS

In this work, we have presented a neuroevolutionary approach
for the extraction of a forecasting model for the estimation of the
future blood glucose values to be integrated in an AP as the control
algorithm. The prediction accuracy has been evidenced by perform-
ing an evaluation of the discovered models over real data for a time
horizon of 30 minutes.

Furthermore, the low computational complexity yields the per-
sonalized neuroevolution-extracted models suitable to be executed
on low-power devices and also avoiding rapid consumption of their
batteries.
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Figure 2: Best 30-minutes ahead predictive network model for the patient 584.

As future works, in addition to a further validation of the forecast-
ing model over a broader set of clinical data, we plan to investigate
multi-objective approaches that go beyond the simple measure of
error metric but also rely on medical considerations related to the
clinical accuracy.

As further objectives, we could consider issues as architecture
simplicity, energy consumption, or other issues that could turn out
important from the practical implementation point of view.

Also, another further step could consist in an optimization pro-
cedure not considering merely numerical prediction ability but
also aiming at suggesting suited actions as well as, i.e., to compute
minimal dosages and early interventions.

Besides, we aim to improve the model for capturing future glu-
cose trends for diabetic patients over longer time horizons and to
assess its performance against other competitive strategies.
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