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ABSTRACT
Artificial neural networks (ANNs) are commonly used for control-
ling robotic agents. For robots with many sensors and actuators,
ANNs can be very complex, with many neurons and connections.
Removal of neurons or connections, i.e., pruning, may be desir-
able because (a) it reduces the complexity of the ANN, making
its operation more energy efficient, and (b) it might improve the
generalization ability of the ANN. Whether these goals can actually
be achieved in practice is however still not well known. On the
other hand, it is widely recognized that pruning in biological neural
networks plays a fundamental role in the development of brains
and their ability to learn. In this work, we consider the case of
Voxel-based Soft Robots, a kind of robots where sensors and actua-
tors are distributed over the body and that can be controlled with
ANNs optimized by means of neuroevolution. We experimentally
characterize the effect of different forms of pruning on the effec-
tiveness of neuroevolution, also in terms of generalization ability
of the evolved ANNs. We find that, with some forms of pruning, a
large portion of the connections can be pruned without strongly
affecting robot capabilities. We also observe sporadic improvements
in generalization ability.

CCS CONCEPTS
• Computing methodologies→ Mobile agents; Continuous space
search; Evolutionary robotics; • Computer systems organiza-
tion → Evolutionary robotics; • Theory of computation →
Evolutionary algorithms.
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1 INTRODUCTION
Artificial Neural Networks (ANNs) are continuously being deployed
to solve a very diverse variety of tasks with great success. However,
engineering ANNs is not an easy task. It requires domain expert
knowledge, experience, and trial and error in order to identify a suit-
able architecture, network size, number of hidden layers, number
of neurons and connections (or synapses), and many other relevant
hyper-parameters. In some cases, the chosen network may be too
simple for a given task and therefore achieving poor performances,
while in other cases the chosen network may be too large and
therefore hindering the learning process.

The recent trend of scaling to ever-larger neural networks, such
as DALL-E, a 12 billion parameters version of GPT-3 [30], or Switch
Transformers, a trillion parameters language models [6], has been
criticized in terms of carbon footprint, energy consumption, and
compute costs [38].

In stark contrast with ANNs, biological brains undergo a devel-
opmental process which initially creates a very large number of
synapses, too many in fact [29]. While a large number of synapses
is beneficial for faster incremental learning and allows for redun-
dancy, it is not beneficial in the long term. Therefore, subsequently
the brain is optimized through a rather large process of synaptic
pruning.

The choice of a large fully-connected ANN may be considered a
safe solution when the ideal topology for the task at hand is not
known. Another alternative is to complexify the network using
neuroevolution. In both cases, a relevant question is whether un-
necessary and redundant connectivity may be removed after the
training process has been completed, while preserving the network
functionality.

ANNs with unnecessary connections may be problematic in case
of physical implementations in robotic systems, where the wiring
and resources are limited. In addition, larger networks require more
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energy to run, which can be a bottleneck in resource-constrained
robots. This is particularly relevant in the context of Voxel-based
Soft Robots (VSRs), as the ones investigated through simulations in
this work. VSRs are a class of modular robots made of connected
soft components (voxels), that resemble biological soft tissues. Since
in VSRs each voxel may contain sensing elements, actuators, as
well as the neural controller itself [24], unnecessary neural network
wiring is not desirable. In addition, if the robots had to be physically
built, the energy resources would typically be rather limited.

In this work, we study the unstructured pruning of ANNs op-
timized with neuroevolution to control VSRs. More precisely, we
incorporate pruning in the neuroevolution algorithm and we eval-
uate its effect in terms of performance of the obtained controller in
a locomotion tasks. The study encompasses two VSR morphologies
(biped and worm), three ANN topologies, and several pruning rates
and pruning criteria (including random pruning). Our results show
that the application of a proper pruning criterion during evolution
can lead to controllers that are as effective as the ones obtained
without pruning, and more effective than the controllers evolved
without pruning and tested with pruning. Moreover, the evalua-
tion of the performance achieved in untried terrains, suggests that
pruning has only a slightly detrimental effect on the adaptability
of the controller to similar tasks.

2 RELATEDWORK
Synaptic pruning in the nervous system. It is observed that an-

imals with larger brains are more likely to have higher learning
abilities [31]. However, over an optimal network size threshold,
adding more neurons and synapses deteriorates learning perfor-
mance [29]. In addition, maintaining a large brain is expensive in
terms of energy [20]. The developmental stage of the brain is char-
acterized by hyperconnectivity, i.e., the formation of an excessive
number of synapses. Superfluous synapses are to be removed. Fail-
ing in doing so may results in neural diseases, e.g., autism, epilepsy,
schizophrenia [27]. Neural disorders are particularly affected by
network topology. In particular, it is widely recognized that neural
behaviors beneficial for computation and learning, such as power-
law scaling of neural avalanches (criticality), are dependent on the
network connectivity [13]. The mechanism that performs synaptic
pruning is carried out by glial cells. In humans, synapses are elim-
inated from birth until the mid-twenties [43]. It has been shown
that the process of synaptic pruning results in roughly half of the
synapses to be eliminated until puberty, while the performance
of the brain is retained [5]. In particular, the identified elimina-
tion strategy resulted in the pruning of weaker synapses first, i.e.,
deletion based on synaptic efficacy. Such biological findings raise
questions in regards to artificial neural network controllers for arti-
ficial agents, and in particular the identification of suitable network
sizes and number of parameters needed to learn a given task. The
possibility of optimizing the networks in regards to learning, ro-
bustness to noise, and other factors such as energetic cost remains
still an open area of research. In the following sections, several
pruning strategies for artificial neural networks are reviewed.

Pruning in ANNs. Pruning in the context of Artificial Neural
Networks (ANNs) is a sparsification technique consisting in the

removal of connections (synapses) between neurons. It can be mo-
tivated by either efficiency (i.e., we want our network to train or
evaluate faster) or by the belief that pruned ANNs are more robust
or generalize better [15]. Early attempts at pruning ANNs in the
Machine Learning (ML) environment include Optimal Brain Dam-
age (OBD) [21] and L1-norm loss regularization [10] adapted from
LASSO regression [33].

Pruning techniques for ANNs can be categorized as either struc-
tured or unstructured [3]. Structured pruning removes synapses
from well-defined substructures of an ANN, such as a whole neuron
or a convolutional filter in a Convolutional Neural Network. On the
other hand, unstructured pruning removes connections without
concern for the geometry of the ANN. Since structured pruning
can lead to a regular pattern of sparsity on the parameters space, it
is usually possible to directly take advantage of this sparsity as far
as computation is concerned (e.g., if we remove one neuron from a
fully-connected ANN, we can effectively reduce the dimension of
the weights and bias matrices, thus leading to immediate computa-
tional gains). On the other hand, with unstructured pruning, the
resulting irregular sparsity in the parameters tensors can be taken
advantage of only via dedicated software [22] (e.g., CUSPARSE [26])
or hardware (e.g., NVIDIA Tesla A1001).

Hoefler et al. [15] list a large amount of heuristics for pruning an
ANN. They can be categorized into (a) data-free heuristics, which in
principle require no model evaluation to apply them, and (b) data–
driven heuristics, which require the ANN to be evaluated on some
given data points.

In this work, we will be adopting unstructured pruning solu-
tions, adapting them to the context of neuroevolution. We will ex-
periment with either data-free heuristics, namely Least-Magnitude
Pruning (LMP) [4, 11], which prunes parameters exhibiting small
magnitude, and data-driven heuristics, namely Contribution Vari-
ance Pruning (CVP) [40], which prunes parameters exhibiting low
variance across multiple data instances. Moreover, we will utilize
two pruning schemes similar in concept to CVP which prune con-
nections manifesting low signals across data instances. Eventually,
we will be employing random pruning (as done also in [7] and [42])
in order to obtain a “control group” to ensure whether the results
obtained by means of the pruning schemes we exploited are indeed
due to the heuristic and not due to randomness.

Pruning ANNs in the context of statistical learning. In the con-
text of statistical learning, ANNs are typically trained iteratively
(e.g., using any variant of stochastic gradient descent), updating
the parameters after each iteration (e.g., using any variant of back-
propagation).

In this background, a very useful resource for exploring various
pruning paradigms is [15]. We can distinguish between different
kinds of pruning techniques depending on whether the application
of pruning is performed during or after the training phase. Usually,
in the latter case, a performance drop is noticed in pruned networks:
hence a re-training phase follows with various heuristics, after
which the ANNmay even improve the performance of the unpruned
model even at high sparsity rates [7, 11, 22, 32]. In the literature,
it is still a matter of debate what is the most effective re-training
schedule [32, 41, 44], as the pressure is high to find well-performing
1See https://blogs.nvidia.com/blog/2020/05/14/sparsity-ai-inference/.
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pruned ANNs trained in a time-efficient fashion, and how these
pruned ANNs compare with respect to the unpruned counterpart
[1, 2]. Nevertheless, the effect of unstructured pruning in helping
with generalization is well-known in the literature (e.g., [32]). On
the other hand, pruning techniques acting during training struggle
to keep up with the performance of an analogous unpruned ANN
at high pruning rates (for instance, larger than 90 %), even if recent
advances such as [19] show very promising results.

Pruning ANNs in the context of neuroevolution. Unlike statisti-
cal learning, neuroevolution does not employ iterative training
for ANNs. Rather, ANNs usually go through multiple phases of
(a) fitness evaluation, and (b) variation, either via crossover and/or
mutation [36]. One of the paramount approaches for neuroevolu-
tion is NEAT [37], which incorporates both crossover and mutation.

There exist works applying pruning phases in addition to the
ones operated by NEAT or one of its variants. For instance, in [35],
pruning is operated on neural controllers in a manner inspired by
OBD. The need for pruning is motivated by numerical conditioning
and empirical observations that EANT [18], a NEAT variant, was
already removing a large number of parameters in the ANNs.

Recently, Gerum et al. [9] experimented with the application of
random pruning to small neural controllers designed to navigate
agents through a maze, concluding that pruning improved gener-
alization. This work is of interest for our work since it presents
approach and setting similar to our experiments, although our con-
clusions are different.

Pruning biologically-inspired ANNs. In the context of ANNs in-
spired by Biological Neural Networks, Spiking Neural Networks
(SNNs), driven by the early work of Gerstner and Kistler [8], repre-
sent what has been called the “third generation of Neural Network
models” [23]. Despite inheriting the fully-connected structures
typical of Multilayer Perceptrons, they differ greatly from their
statistical learning counterpart as (a) the input is encoded in a tem-
poral rather than spatial structure, and (b) the training is operated
in an unsupervised manner using Hebbian-based parameter update
rules [12], thus detatching from the gradient-based methods of
statistical learning.

Motivated by the aforementioned discoveries on human brain
connectivity, some works have experimented with the application
of pruning techniques to SNNs. For instance, Iglesias et al. [17]
experimented with the application of a pruning heuristic similar to
CVP to SNNs, although their work was not focused on producing
high-performing models, rather observing the patterns of connec-
tivity after various phases of pruning. Moreover, Shi et al. [34]
experimented with applying LMP to SNNs during training. They
were unable, though, to produce SNNs whose performance was
comparable to those of the unpruned models.

3 VOXEL-BASED SOFT ROBOTS
In this study, we consider a kind of modular robots composed of
several soft cubes (voxel) that are known as Voxel-based Soft Robots
(VSRs) [14]. In particular, we experiment with a 2-D version of VSRs
that can be easily simulated (in discrete time and continuous space)
and hence favor optimization [25].

A VSR has a morphology, or body, and a controller, or brain. The
morphology consists of the voxels composing the VSR, arranged in
a 2-D grid. The voxels are equipped with sensors that can provide
the controller with the information regarding the environment and
the VSR itself. The controller is in charge of determining how the
area of each voxel varies over the time, based on the readings of
the sensors of the VSR.

3.1 VSR morphology
The morphology of a VSR is an arrangement of voxels, i.e., de-
formable squares in the 2-D case that we consider in this study,
organized in a grid. Figure 2 shows two examples of VSR morpholo-
gies, both composed of 10 voxels.

In our simulation, voxels are modeled as compounds of spring-
damper systems, masses, and distance constrains [25]: voxels that
are at adjacent positions in the grid are rigidly connected at the
vertices. Over the time, the area of each voxel changes based on
(a) the external forces acting on the voxel (resulting from, e.g., other
connected voxels or the ground) and (b) an expansion/contraction
force dictated by the controller for that voxel. The latter effect is
modeled in the simulation as an instantaneous change in the resting
length of the spring-damper systems of the voxel. The change is
linearly dependent on the actuation value for that voxel: at each
time step, the actuation value is assigned by the controller and is
defined in [−1, 1], where −1 corresponds to maximum requested
expansion and 1 corresponds to maximum requested contraction.

A VSR can be equipped with sensors, that are located in its
voxels. In this work, we consider four types of sensor, described
below, and put at most one sensor of each type in each voxel of
the VSR. At each time step, a sensor 𝑆 outputs a sensor reading
𝒓𝑆 ∈ [0, 1]𝑚 , with𝑚 being the dimensionality of the sensor type.
Sensors of type area sense the ratio between the current area of
the voxel and its rest area (𝑚 = 1). Sensors of type touch sense if
the voxel is in contact with the ground or not and output a value
being 1 or 0, respectively (𝑚 = 1). Sensors of type velocity sense the
velocity of the center of mass of the voxel along the voxel 𝑥- and
𝑦-axes (𝑚 = 2). Finally, sensors of type vision sense the distances
towards closest objects along a predefined set of directions: for each
direction, the corresponding element of the sensor reading 𝒓𝑆 is the
distance of the closest object, if any, from the voxel center of mass
along that direction. If the distance is greater than a threshold𝑑 , it is
clipped to 𝑑 . We use the vision sensor with the following directions
with respect to the voxel positive 𝑥-axis: − 1

4𝜋 , −
1
8𝜋 , 0,

1
8𝜋 ,

1
4𝜋 ; the

dimensionality is hence𝑚 = 5. Velocity and vision sensors employ
a soft normalization of the outputs, using the tanh function and
rescaling, to ensure that the output is defined in [0, 1]𝑚 .

3.2 VSR controller
In this work, we take inspiration from [39] and use ANNs as con-
trollers for the VSR. In particular, we use a fully connected feed-
forward NN, also known as multilayer perceptron, with a number
of input neurons corresponding to the overall number of sensor
readings and a number of outputs corresponding to the number of
voxels in the VSR. Other forms of controller may be employed in
VSRs, including ANNs that are distributed over the VSR body [24].
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At each time step, the controller takes the concatenation 𝒓 =[
𝒓𝑆1 𝒓𝑆2 . . .

]
of the current sensor readings, feeds it to the ANN,

and uses its output 𝒂 ∈ [−1, 1]𝑛 = 𝑓𝜽 (𝒓) as actuation values for the
𝑛 voxels composing the VSR. We use tanh as activation function in
the neurons of the ANN.

The controller is defined by its parameters 𝜽 ∈ R𝑝 , with 𝑝 de-
pending on the ANN topology, i.e., the number and size of the ANN
layers—we recall that the size of the input and output layers are de-
termined by the sensors the VSR is equipped with and the number
of voxels, respectively.

Given a morphology, a VSR can be optimized for a given task by
optimizing the controller parameters 𝜽 .

4 PRUNING TECHNIQUES
We consider different forms of pruning of a fully connected feed-
forward ANN. They share a common working scheme and differ in
three parameters that define an instance of the scheme: the scope,
i.e., the subset of connections that are considered for the pruning,
the criterion, defining how those connections are sorted in order to
decide which ones are to be pruned first, and the pruning rate, i.e.,
the rate of connections in the scope that are actually pruned. In all
cases, the pruning of a connection corresponds to setting to 0 the
value of the corresponding element 𝜃𝑖 of the network parameters
vector 𝜽 .

Since we are interested in the effects of pruning of ANNs used
as controllers for robotic agents, we assume that the pruning can
occur during the life of the agent, at a given time. As a consequence,
we may use information related to the working of the network up
to the pruning time, as, e.g., the actual values computed by the
neurons, when defining a criterion.

Algorithm 1 shows the general scheme for pruning. Given the
vector 𝜽 of the parameters of the ANN, we first partition its el-
ements, i.e., the connections between neurons, using the scope
parameter (as detailed below): in Algorithm 1, the outcome of the
partitioning is a list ( 𝒊1, . . . , 𝒊𝑛) of lists of indices of 𝜽 . Then, for each
partition, we sort its elements according to the criterion, storing
the result in a list of indices 𝒊. Finally, we set to 0 the 𝜽 elements cor-
responding to an initial portion of 𝒊: the size of the portion depends
on the pruning rate 𝜌 and is ⌊| 𝒊 |𝜌⌋.

1 function prune(𝜽 ):
2 ( 𝒊1, . . . , 𝒊𝑛) ← partition(𝜽 , scope)
3 foreach 𝑗 ∈ {1, . . . , 𝑛} do
4 𝒊 ← sort( 𝒊 𝑗 , criterion)
5 foreach 𝑘 ∈ {1, . . . , ⌊| 𝒊 |𝜌⌋} do
6 𝜃𝑖 ← 0
7 end
8 end
9 return 𝜽

10 end
Algorithm 1: The algorithm for pruning a vector 𝜽 of ANN
parameters given the parameters scope, criterion, and 𝜌 .

We explore three options for the scope parameter and five for
the criterion parameter; concerning the pruning rate 𝜌 ∈ [0, 1], we
experimented with many values (see Section 5).

For the scope, we have:
• Network: all the connections are put in the same partition.
• Layer : connections are partitioned according to the layer of
the destination neuron (also called post-synaptic neuron).
• Neuron: connections are partitioned according to the desti-
nation neuron.

For the criterion, we have:
• Weight: connections are sorted according to the absolute
value of the corresponding weight. This corresponds to LMP
(see Section 2).
• Signal mean: connections are sorted according to the mean
value of the signal they carried from the beginning of the
life of the robot to the pruning time.
• Absolute signal mean: similar to the previous case, but con-
sidering the mean of the absolute value.
• Signal variance: similar to the previous case, but considering
the variance of the signal. This corresponds to CVP (see
Section 2).
• Random: connections are sorted randomly.

All the criteria work with ascending ordering: lowest values are
pruned first. Obviously, the ordering does not matter for the random
criterion. When we use the signal variance criterion and prune a
connection, we take care to adjust the weight corresponding to the
bias of the neuron the pruned connection goes to by adding the
signal mean of the pruned connection: this basically corresponds
to making that connection carry a constant signal.

We highlight that the three criteria based on signal are data-
driven; on the contrary, the weight and the random criteria are
data-free. In other words, signal-based criteria operate based on the
experience the ANN acquired up to pruning time. As a consequence,
they constitute a form of adaptation acting on the time scale of
the robot life, that is shorter than the adaptation that occurs at the
evolutionary time scale; that is, they are a form of learning. As such,
we might expect that, on a given robot that acquires different expe-
riences during the initial stage of its life the pruning may result in
different outcomes. Conversely, the weight criterion always results
in the same outcome, given the same robot. In principle, hence,
signal-based criteria might result in a robot being able to adapt and
perform well also in conditions that are different than those used
for the evolution. We verified experimentally this hypothesis: we
discuss the results in Section 5.

5 EXPERIMENTS AND RESULTS
We performed several experiments in order to answer the following
research questions:
RQ1 Is the evolution of effective VSR controllers adversely af-

fected by pruning? Does the impact depend on the type of
pruning and on the size of the ANN?

RQ2 Does pruning have an impact on the adaptability of the
evolved VSR controllers to different tasks? Does the impact
depend on the type of pruning and on the size of the ANN?

For answering these questions, we evolved the controller for two
different robots, each with three different ANN topologies: during
the evolution, we enabled different variants of pruning, including,
as a baseline, the case of no pruning. We considered the task of
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locomotion, in which the goal for the robot is to travel as fast
as possible on a terrain. We describe in detail the experimental
procedure and discuss the results in Section 5.2.

After the evolution, we took each evolved robot and measured
its performance in locomotion on a set of terrains different than the
one used during the evolution, in order to assess the adaptability
of the robot. We describe the procedure and discuss the results in
Section 5.3.

In order to reduce the number of variants of pruning to consider
when answering RQ1 and RQ2, we first performed a set of exper-
iments to assess the impact of pruning in a static context, i.e., in
ANNs not subjected to evolutionary optimization. We present these
experiments and our findings in the next section.

5.1 Static characterization of pruning variants
We aimed at evaluating the effect of different forms of pruning
on ANNs in terms of how the output changes with respect to no
pruning, given the same input. In order to make this evaluation
significant with respect to the use case of this study, i.e., ANNs
employed as controllers for VSRs, we considered ANNs with a
topology that resembles the one used in the next experiments and
fed them with inputs that resemble the readings of the sensors of a
VSR doing locomotion.

In particular, for the ANN topology we considered three input
sizes 𝑛input ∈ {10, 25, 50} and three depths 𝑛layers ∈ {0, 1, 2}, re-
sulting in 3 × 3 = 9 topologies, all with a single output neuron.
For the topologies with inner layers, we set the inner layer size to
the size of the input layer. In terms of the dimensionality 𝑝 of the
vector 𝜽 of the parameters of the ANN, the considered ANN topolo-
gies corresponding to values ranging from 𝑝 = (10 + 1)1 = 11, for
𝑛input = 10 and𝑛layers = 0, to 𝑝 = (50+1) (50+1) (50+1)1132 651, for
𝑛input = 50 and 𝑛layers = 2, where the +1 is the bias. We instantiated
10 ANNs for each topology, setting 𝜽 by sampling the multivariate
uniform distribution𝑈 (−1, 1)𝑝 of appropriate size, hence obtaining
90 ANNs.

Concerning the input, we fed the network with sinusoidal signals
with different frequencies for each input, discretized in time with a
time step of Δ𝑡 = 1

10 s. Precisely, at each time step 𝑘 , with 𝑡 = 𝑘Δ𝑡 ,
we set the ANN input to 𝒙 (𝑘) , with 𝑥

(𝑘)
𝑖 = sin

(
𝑘Δ𝑡
𝑖+1

)
, and we read

the single output 𝑦 (𝑘) = 𝑓𝜽

(
𝒙 (𝑘)

)
.

We considered the 3 × 5 pruning variants (scope and criteria)
and 20 values for the pruning rate 𝜌 , evenly distributed in [0, 0.75].
We took each one of the 90 ANNs and each one of the 300 pruning
variants, we applied the periodic input for 10 s, triggering the actual
pruning at 𝑡 = 5 s, and we measured the mean absolute difference 𝑒
of the output 𝑓𝜽

(
𝒙 (𝑘)

)
during the last 5 s, i.e., after pruning, to the

output 𝑓�̂�
(
𝒙 (𝑘)

)
of the corresponding unpruned ANN:

𝑒 =
1
50

𝑘=100∑
𝑘=50

𝑓𝜽 (
𝒙 (𝑘)

)
− 𝑓�̂�

(
𝒙 (𝑘)

) . (1)

Figure 1 summarizes the outcome of this experiment. It displays
one plot for each ANN topology (i.e., combination of 𝑛layer and
𝑛input) and one line showing the mean absolute difference 𝑒 , av-
eraged across the 10 ANNs with that topology, vs. the pruning
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𝑛
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Figure 1: Mean absolute difference 𝑒 between the output of a
pruned ANN and the output of the corresponding unpruned
ANN vs. the pruning rate 𝜌 , for different ANN structures and
with different pruning criteria (color) and scopes (linetype).

rate 𝜌 for each pruning variant: the color of the line represents the
criterion, the line type represents the context. Larger ANNs are
shown in the bottom right matrix of plots.

By looking at Figure 1 we can do the following observations.
First, the factor that appears to have the largest impact on the
output of the pruned ANN is the criterion (the color of the line in
Figure 1). Weight and absolute signal mean criteria consistently
result in lower values for the difference 𝑒 , regardless of the scope
and of the pruning rate. On the other hand, with the signal mean
criterion, 𝑒 becomes large even with low pruning rates: for 𝜌 > 0.1
there seems to be no further increase in 𝑒 . Interestingly, the random
criterion appears to be less detrimental, in terms of 𝑒 , than signal
mean in the vast majority of cases. We explain this finding by the
kind of input these ANNs have been fed with, that is, sinusoidal
signals: the mean of signals that are periodic with a period shorter
enough than the time before the pruning is close to 0 and this results
in connections actually carrying some information to be pruned.
We recall that we chose to use sinusoidal signals because they are
representative of the sensor readings a VSR doing locomotion could
collect, in particular when exhibiting an effective gait, that likely
consists of movements that are repeated over the time.

Second, apparently, there are no bold differences among the
three values for the scope parameter. As expected, for the shallow
ANNs (with 𝑛layers = 0) the scope parameter does not play any role,
since there is one single layer and one single output neuron (being
the same destination for all connections).

Third, the pruning rate 𝜌 impacts on 𝑒 as expected: in general,
the larger 𝜌 , the larger 𝑒 . However, the way 𝑒 changes by increasing
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(a) Biped (b) Worm

Figure 2: Frames of the two VSR morphologies used in the
experiments. The color of each voxel encodes the ratio be-
tween its current area and its rest area: red indicated con-
traction, yellow rest state, and green expansion. The circu-
lar sector drawn at the center of each voxel indicates the
current sensed values: subsectors represent sensors and are,
where appropriate, internally divided in slices according to
the sensor dimensionality𝑚. The rays of the vision sensors
are shown in red.

𝜌 seems to depend on the pruning criterion: for weight and absolute
signal mean, Figure 1 suggests a linear dependency. For the other
criteria, 𝑒 quickly increases with 𝜌 and then remains stable, for
signal mean, or slowly increases, for signal variance and random.

Fourth and finally, the ANN topology appears to play a minor
role in determining the impact of pruning. The ANN depth (i.e.,
𝑛layers) seems to impact slightly on the difference between pruning
variants: the deeper the ANN, the fuzzier the difference. Concerning
the number of inputs 𝑛input, by looking at Figure 1 we are not able
to extract any strong claim.

Based on the results of this experiment, summarized in Figure 1,
we decided to consider only weight, absolute signal mean, and ran-
dom criteria and only the network scope for the next experiments.

5.2 RQ1: impact on the evolution
In order to provide an answer to this question, we evolved the
controller for six VSRs, resulting from the combination of two
morphologies and three ANN topologies. For each combination, we
optimized the weights of the ANN with and without pruning.

Figure 2 shows the two morphologies. Both consist of 10 voxels
and have several sensors.We put area sensors in each voxel, velocity
sensors in the voxels in the top row, touch sensors in the voxels
in the bottom row (just the two “legs” for the biped), and vision
sensors in the voxels of the rightmost column. As a result, both
morphologies correspond to the same number of inputs and outputs
for the ANN, respectively 35 and 10.

Concerning the ANN topologies, we experimented with 𝑛layers ∈
{0, 1, 2}. For the ANN with inner layers, we set the size of those
layers to 35. These settings resulted in the size 𝑝 of the parameter
vector 𝜽 to be 360, 1620, and 2880, respectively.

For each of the six combinations of morphology and ANN topol-
ogy, we used three different pruning criteria: weight, absolute signal
mean, and random, all with network scope, as thoroughly described
in Section 4. For each criterion, we employed the following prun-
ing rates: 𝜌 ∈ {0.125, 0.25, 0.5, 0.75}. Furthermore, we evolved, for
each combination, an ANN without pruning to have a baseline for
meaningful comparisons.

To perform evolution we used the simple evolutionary algorithm
(EA) described in Algorithm 2, a form of evolutionary strategy. At
first, 𝑛pop individuals, i.e., numerical vectors 𝜽 , are put in the ini-
tially empty population, all generated by assigning to each element
of the vector a randomly sampled value from a uniform distribution
over the interval [−1, 1]. Subsequently, 𝑛gen evolutionary iterations
are performed. On every iteration, which corresponds to a gener-
ation, the fittest quarter of the population is chosen to generate
𝑛pop − 1 children, each obtained by adding values sampled from a
normal distribution 𝑁 (0, 𝜎) to the element-wise mean 𝝁 of all par-
ents. The generated offspring, together with the fittest individual
of the previous generation, end up forming the population of the
next generation, which maintains the fixed size 𝑛pop.

We used the following EA parameters: 𝑛pop = 48, 𝑛gen = 416
(corresponding to 20 000 fitness evaluations), and 𝜎 = 0.35. We veri-
fied that, with these values, the evolution was in general capable of
converging to a solution, i.e., longer evolutions would have resulted
in negligible fitness improvements.

1 function evolve():
2 𝑃 ← ∅
3 foreach 𝑖 ∈ {1, . . . , 𝑛pop} do
4 𝑃 ← 𝑃 ∪ {0 +𝑈 (−1, 1)𝑝 }
5 end
6 foreach 𝑔 ∈ {1, . . . , 𝑛gen} do
7 𝑃parents ← bestIndividuals

(
𝑃,

⌊
|𝑃 |
4

⌋ )
8 𝝁 ← mean(𝑃parents)
9 𝑃 ′ ← {bestIndividuals(𝑃, 1)}

10 while |𝑃 ′ | < 𝑛pop do
11 𝑃 ′ ← 𝑃 ′ ∪ {𝝁 + 𝑁 (0, 𝜎)𝑝 }
12 end
13 𝑃 ← 𝑃 ′

14 end
15 return bestIndividuals(𝑃, 1)
16 end

Algorithm 2: The simple EA used for neuroevolution.

We optimized VSRs for the task of locomotion: the goal of the VSR
is to travel as fast as possible on a terrain along the positive 𝑥 axis.
We quantified the degree of achievement of the locomotion task of
a VSR by performing a simulation of duration 𝑡𝑓 and measuring
the VSR average velocity 𝑣𝑥 =

𝑥 (𝑡𝑓 )−𝑥 (𝑡𝑖 )
𝑡𝑓 −𝑡𝑖 , 𝑥 (𝑡) being the position

of the robot center of mass at time 𝑡 and 𝑡𝑖 being the initial time of
assessment. In the EA of Algorithm 2 we hence used 𝑣𝑥 as fitness
for selecting the best individuals. We set 𝑡𝑓 = 60 s and 𝑡𝑖 = 20 s to
discard the initial transitory phase. For the controllers with pruning,
we set the pruning time at 𝑡𝑝 = 20 s.

We remark that the EA of Algorithm 2 constitutes a form of
Darwinian evolution with respect to pruning: the effect of prun-
ing on an individual does not impact on the genetic material that
is passed to the offspring by that individual. More precisely, the
element-wise mean 𝝁 is computed by considering the parents 𝜽
vectors before the pruning. We leave the investigation on pruning
effects on neuroevolution in the case of Lamarckian evolution to
future work.
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Figure 3: Fitness 𝑣𝑥 (median with lower and upper quartiles
across the 10 repetitions) vs. pruning rate 𝜌 , for different
pruning criteria (color), VSR morphologies (plot row), and
ANN topologies (plot column).

For favoring generalization, we evaluated each VSR on a differ-
ent randomly generated hilly terrain, i.e., a terrain with hills of
variable heights and distances between each other. To avoid propa-
gating VSRs that were fortunate in the random generation of the
terrain, we re-evaluated, on a new terrain, the fittest individual
of each generation before moving it to the population of the next
generation.

For each of the 2×3×(3×4+1) combinations of VSRmorphology,
ANN topology, pruning criterion, and pruning rate (the +1 being
associated with no pruning) we performed 10 independent, i.e., with
different random seeds, evolutionary optimizations of the controller
with the aforementioned EA. We hence performed 780 evolutionary
optimizations.

We used 2D-VSR-Sim [25] for the simulation, setting all the pa-
rameters to default values. We performed the experiments on a few
C2 VM instances of Google Compute Engine cloud infrastructure,
each equipped with 16 vCPUs. On average, a single simulation, i.e.,
a fitness evaluation, took ≈ 6 s (wall time on a single vCPU); an
entire evolutionary optimization took ≈ 9400 s (wall time on the
instance).

Figure 3 summarizes the findings of this experiment. In particular,
the plots show how the pruning rate 𝜌 impacts the fitness of the best
individual of the last generation, for the different VSRmorphologies
and ANN topologies employed in the experiment.

What immediately pops out from the plots is how individuals
whose controllers have been pruned with weight or absolute signal
mean criteria significantly outperform those who have undergone
random pruning. This suggests that randomly pruning controllers
at each fitness evaluation is detrimental to their evolution. In fact,
individuals with a good genotype could perform poorly after the
removal of important connections, while others could surpass them
thanks to a luckier pruning, hence the choice of fittest individuals
for survival and reproduction could be distorted. Moreover, Fig-
ure 3 confirms that the heuristics employed, based on weight and

absolute signal mean criteria (Section 4), successfully choose con-
nections that are less important for the controller to be removed,
thus limiting the damage of connection removal.

In addition, comparing the subplots of Figure 3 there are no bold
differences between the first and the second row, which leads us
to conclude that the morphology of the VSR does not play a key
role in determining the impact of pruning on the performances of
the controller. On the contrary, different ANN topologies seem to
be affected differently by pruning. The subplots of the first column
(𝑛layers = 0), in particular, suggest pruning could have a beneficial
impact on shallow networks. However, the upper and lower quar-
tiles reveal that the distribution of the fitness 𝑣𝑥 is spread across a
considerably large interval, hence it is difficult to draw any sharp
conclusion on the possible benefits of pruning for such controllers.
Differently, for ANN topologies with 𝑛layers ∈ {1, 2}, we can note
that a higher pruning rate 𝜌 leads to weaker performances of the
controller. In this case, the result is in line with our expectations,
as an increasing 𝜌 means that we are removing more connections
from the ANN, thus making it harder for the signal to spread across
neurons. Nevertheless, controllers pruned with a proper heuris-
tic have evolved to achieve results comparable to those who have
not undergone pruning during their evolution, considered here
as baseline. We performed a Mann-Whitney U test with the null
hypothesis that, for each combination of VSR morphology, ANN
topology, pruning criterion, and pruning rate 𝜌 , the distribution
of the best fitness is the same as obtained from the corresponding
baseline controller, i.e., with the same VSR morphology and ANN
topology, evolved without pruning, and we found that the 𝑝-value
is greater than 0.05 in 30 out of 72 cases, 26 of which are with
𝜌 ≤ 0.25.

Based on the results of Figure 3, we speculate that controllers
with weight and absolute signal mean pruning criteria look robust
to pruning because they result from an evolution in which VSRs are
subjected to pruning, rather than because those kinds of pruning
are, in general, not particularly detrimental. To test this hypothe-
sis, we carried out an additional experiment. We took all the best
individuals of the last generations and we re-assessed them (on a
randomly generated hilly terrain similar to the one used in evolu-
tion). For the individuals that were evolved without pruning, we
performed 3 × 4 additional evaluations, introducing pruning after
𝑡𝑝 = 20 s with the previously mentioned 3 criteria and 4 rates 𝜌 .

Figure 4 shows the outcome of this experiment, i.e., 𝑣𝑥 on the
re-assessment plotted against the validation pruning rate 𝜌 for
both individuals evolved with (solid line) and without (dashed line)
pruning. The foremost finding is that individuals evolved with
pruning visibly outperform the ones whose ancestors have not
experienced pruning, for almost all pruning rates. This corroborates
the explanation we provided above, that is, VSRs whose ancestors
evolved experiencing pruning are more robust to pruning than
VSRs that evolved without pruning.

Besides analyzing the aggregate results, we also examined the
behavior of a few evolved VSRs in a comparative way, i.e., with
and without pruning in re-assessment. We found that, interestingly,
in some cases the VSR starts to move effectively only after the
pruning: this might suggest that pruning shaped the evolutionary
path at the point that the lack of pruning becomes detrimental,
similarly to what happens in the brain of complex animals (see
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Figure 4: Median, lower quartiles, and upper quartiles of val-
idation velocity 𝑣𝑥 vs. validation pruning rate 𝜌 of individ-
uals evolved with and without pruning for different ANN
topologies and VSR morphologies.

Section 2). We provide videos of a few VSRs exhibiting a change in
their behaviour after pruning at https://youtu.be/-HCHDEb9azY,
https://youtu.be/oOtJKri6vyw, and https://youtu.be/uwrtNezTrx8.

5.3 RQ2: impact on the adaptability
For the sake of this research question, we defined VSR controllers
as adaptable if they are able to effectively accomplish locomotion
on terrains they “have never seen before”—i.e., terrains that none
of their ancestors ever experienced locomotion on. Hence, to assess
the adaptability of evolved controllers, we measured the perfor-
mance in locomotion of the best individuals of the last generations
on a set of different terrains. We experimented with the follow-
ing terrains: (a) flat, (b) hilly with 6 combinations of heights and
distances between hills, (c) steppy with 6 combinations of steps
heights and widths, (d) downhill with 2 different inclinations, and
(e) uphill with 2 different inclinations. As a result, each individual
was re-assessed on a total of 17 different terrains. Note that, in this
experiment, controllers were not altered in between evolution and
re-assessment, i.e., they were re-evaluated with the same pruning
criterion, if any, and pruning rate 𝜌 as experienced during evolution.

Figure 5 displays the outcome of this experiment. Namely, for
each of the different VSR morphologies, ANN topologies, and prun-
ing criteria, the validation velocity 𝑣𝑥 (i.e., the re-assessment ve-
locity averaged on the 17 terrains) is plotted against the pruning
rate 𝜌 . The results in Figure 5 are coherent with the findings of
Section 5.2: comparing the subplots, we can conclude that the mor-
phology of the VSR is not relevant in determining the impact of
pruning on the adaptability, whereas the ANN topology plays a
key role. More in details, for shallow networks, pruning seems to
enhance adaptability, whereas it has a slightly detrimental effect
for deeper networks (that are, however, in general better than shal-
low ones). Anyway, for controllers evolved employing weight or
absolute signal mean pruning criteria, the validation results are
comparable to those of controllers evolved without pruning. We
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Figure 5: Median, lower quartiles, and upper quartiles of val-
idation velocity 𝑣𝑥 vs. validation pruning rate 𝜌 averaged
across validation terrains fir different pruning criteria, VSR
morphologies, and ANN topologies.

performed a Mann-Whitney U test with the null hypothesis that, for
each combination of VSR morphology, ANN topology, pruning cri-
terion, and pruning rate 𝜌 , the distribution of the average validation
velocities across all terrains is the same as the one obtained from
the validation of the corresponding baseline controller, i.e., with
the same VSR morphology and ANN topology, evolved without
pruning, and we found that the 𝑝-value is greater than 0.05 in 38
out of 72 cases, 12 of which are with 𝜌 ≤ 0.25.

6 CONCLUDING REMARKS
We investigated the effects of pruning on evolved neural controllers
for Voxel-based Soft Robots (VSR). In particular, we aimed at eval-
uating whether this biologically inspired technique could impact
artificial agents similarly to living creatures, i.e., favouring adapt-
ability, or if it would prove detrimental for the resulting individuals.
To do so, we considered the task of locomotion and we evolved
the controller of VSRs with two morphologies (biped and worm)
and three ANN topologies employing several pruning criteria and
pruning rates. Our experimental results show that the application
of pruning with a limited rate and a proper criterion during evolu-
tion can result in individuals that are comparable to those obtained
without pruning, as well as more robust to pruning than the latter
ones. In addition, we have shown that individuals evolved with
pruning do not appear significantly less adaptable to different tasks,
i.e., locomotion on unseen terrains, than those evolved without
pruning.

As an extension of this work, it might be noteworthy to ex-
plore the effects of pruning on more biologically plausible neural
controllers as, e.g., those based on spiking neural networks [28].
Moreover, the relationship between pruning and forms of regener-
ation of the controller [16] might be studied.
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