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ABSTRACT
The evolutionary process of a Genetic Algorithm (GA) depends on
several factors, the initialization parameters are some of them [4].
One way to inspect the evolutionary process of a GA is to analyze
the maximum, average, and minimum fitness of each generation.
This article focused on the use of a machine learning model to pre-
dict the maximum, average, and minimum fitness values during the
evolutionary process of a GA, and this, only with the knowledge
of its initialization parameters. In order to accomplish this goal,
a Random Forest model was trained with data from different GA
executions for a given problem. The prediction process was per-
formed with a very promising performance, where the challenge
of predicting the evolutionary process of a GA was fulfilled with
low error rates. This approach opens up several opportunities for
advances in the segment, and in a way, contributes to the inves-
tigation and improvement of GAs, as well as demonstrating the
importance of monitoring and storing the information generated
during their evolutionary process.
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1 INTRODUCTION
GAs, presented in [3], are stochastic search and optimization meth-
ods based on biological evolution and inspired by Darwin’s theory
of "survival of the fittest" [2], in which there is a set of individu-
als/solutions that undergo a series of operations.

For the execution of a simple GA [2] some basic parameters
have to be defined, more specifically: population size, crossover
probability, mutation probability and a stopping criteria, which
among several possibilities, can be defined by a fixed number of
generations. And, the performance of the algorithm has strong links
to the definition of these elements [4, 5].

A simplified way to inspect the evolutionary process of a GA is
to record the maximum, average and minimum fitness values of
individuals in each generation. With that, it is possible to plot a
fitness chart by generation.

Due to their stochasticity, GAs are usually executed several times
under the same parameterization in order to infer more reliably
about the behavior and results obtained [4]. The reuse of all the ex-
perience generated in the process does not occur, and consequently,
works that use the same problems already used by other researchers,
whether to make comparisons with other algorithms or implement
new mechanisms that improve the evolutionary process [6], usu-
ally pass by the same exhaustive process of repeated executions,
in order to obtain knowledge about the GA performance under
certain parameters conditions.

Based on this, this work aims to reuse the experiences obtained
in GA executions, and to train a machine learning model to predict
the maximum, average and minimum fitness curves that emerge
during the evolutionary process of a GA, and this, only with the
knowledge of its initialization parameters.

Not far from this idea, as explored in [1], there are some ap-
proaches that commonly use fitness predictors through surrogate,
approximation and meta-models as alternatives for the original
fitness functions calculations, which consequently implies a series
of problems to be handled.

2 METHODOLOGY
The current generation (Current Gen) and 7 initialization param-
eters have been defined as features for the prediction model. The
chosen parameters were the population size (𝑃𝑜𝑝𝑆𝑖𝑧𝑒), stop genera-
tion (𝑆𝑡𝑜𝑝𝐺𝑒𝑛), crossover probability (𝐶𝑥𝑃𝑏), mutation probability
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Table 1: Interval restrictions for initialization parameters

Feature Minimum value Maximum value

PopSize 40 70
StopGen 40 70
CxPb 50,0% 90,0%
MxPb 0,0% 40,0%
Elitism 0 20

LowerBound -50,0 0,0
UpperBound 0,0 50,0

(𝑀𝑥𝑃𝑏), elitism (𝐸𝑙𝑖𝑡𝑖𝑠𝑚), the lower (𝐿𝑜𝑤𝑒𝑟𝐵𝑜𝑢𝑛𝑑) and upper bound
(𝑈𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑) of the adopted fitness function.

Despite the existence of several observable metrics during the
evolutionary process of GAs, the targets defined for prediction
were defined as the maximum (𝑀𝑎𝑥𝐹𝑖𝑡𝑛𝑒𝑠𝑠), average (𝐴𝑣𝑔𝐹𝑖𝑡𝑛𝑒𝑠𝑠)
and minimum (𝑀𝑖𝑛𝐹𝑖𝑡𝑛𝑒𝑠𝑠) fitness values of a certain generation.
This, due to the facility of quick visualization of the convergence
processes of GA.

Due to the absence of a specific data set for this solution, it was
necessary to build it, and this was done through the collection of
data generated in the execution of several random instances for a
GA. Altogether, 5.000 executions were defined for the maximization
of a real function given by 𝑓 (𝑥) = (𝑥2 + 𝑥) · 𝑐𝑜𝑠 (𝑥), and in each,
the initialization parameters were uniformly randomized under the
restriction of predetermined intervals, these definitions can be seen
in table 1. In each run, 𝐺 records are added to the data set, where
𝐺 = 𝑆𝑡𝑜𝑝𝐺𝑒𝑛, totaling around 300.000 records were obtained.

A Random Forest model was trained with a random sampling of
85% of the data set and validated with the remaining 15%. The met-
rics used to measure this initial performance were the Coefficient
of Determination (𝑟2) and the Mean Absolute Error (𝑀𝐴𝐸).

In order to perform the prediction of the entire evolutionary
process of a GA, it was necessary to generate the features that feed
the model for each generation having only the initial execution
parameters. To do this, simply replicate the initialization parame-
ters for all generations, and for feature 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝐺𝑒𝑛 a sequence of
integers from 1 to 𝐺 is generated, where 𝐺 = 𝑆𝑡𝑜𝑝𝐺𝑒𝑛.

To carry out this test, a random parameterization for GA was
generated, maintaining the same rules imposed in the generation
of data for training and model validation, and it was given by 45,
65, 0, 82, 0, 16, 9, −9, 0 and 3, 0 for 𝑃𝑜𝑝𝑆𝑖𝑧𝑒 , 𝑆𝑡𝑜𝑝𝐺𝑒𝑛, 𝐶𝑥𝑃𝑏,𝑀𝑥𝑃𝑏,
𝐸𝑙𝑖𝑡𝑖𝑠𝑚, 𝐿𝑜𝑤𝑒𝑟𝐵𝑜𝑢𝑛𝑑 and𝑈𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 respectively.

3 RESULTS
The model’s performance is shown in Table 2. It is noticed that the
target 𝑀𝑎𝑥𝐹𝑖𝑡𝑛𝑒𝑠𝑠 is the value that the model had an easier time
predicting when compared to other features, this is mainly due
to the regularity of the curve generated in the evolution process,
unlike what happens with𝑀𝑖𝑛𝐹𝑖𝑡𝑛𝑒𝑠𝑠 , which has a highly irregular,
presenting abrupt changes, which consequently makes it the target
with the highest error rates. These behaviors can be better visualized
in figure 1, which presents the results of the prediction of the entire
evolutionary process for the proposed parameter setting, where the
model obtained a𝑀𝐴𝐸 of 6, 24.

Table 2: Random Forest validation performance

Metric MaxFitness AvgFitness MinFitness Mean

𝑟2 0,991 0,965 0,710 0,889
𝑀𝐴𝐸 16,20 58,33 218,35 97,63

Figure 1: Results of model predictions under parameter set-
ting 1.

4 CONCLUSIONS AND FUTUREWORKS
The results presented so far (including many that cannot be shown
here) indicate a great potential in this approach. That contributes
with experimentation and research activities related to these algo-
rithms. It also highlight the importance of monitoring, generating
and storing the data that arise from the execution of these algo-
rithms.

Despite the errors present in the predictions, mainly in the pre-
diction of the minimum fitness values, in terms of graphical vi-
sualization, the predictions adopt behaviors very close to the real
ones. This element opens possibilities for dynamic and immediate
visualization of the influence of different initialization attributes.

There are good alternatives to be explored and deepened from
this work, for example the analysis in the relation of quantity of
data necessary for the model training, make use of more complex
problems, among others.
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