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ABSTRACT

The performance assessment of multi-objective optimization algo-
rithms involves a user-preference-based selection of a single quality
indicator used as a performance measure. A single quality indicator
maps the approximation set (i.e., high-dimensional data) into a real
value (i.e, one-dimensional data). However, it is well known that
the selection of the quality indicator can have a huge impact on the
benchmarking conclusions. This invites researchers to present only
results for quality indicators that are in favor of the desired algo-
rithm, or performing bias performance assessment. To go beyond
this, we proposed a novel ranking scheme that reduces the bias in
the user-preference selection by comparing the high-dimensional
data of approximations sets and consequently provides more ro-
bust statistical results. The selection of a quality indicator is only
required in cases when high-dimensional distributions of the ap-
proximation sets differ. By performing such analyses, experimental
results show that the cases affected by the user-preference selection
are reduced.
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» Mathematics of computing — Hypothesis testing and con-
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1 INTRODUCTION

Working with multi-objective optimization algorithms (MOAs)
there is no one best solution, but an approximation of the Pareto
front, which is called an approximation set. The approximation set
is a set of high-dimensional solutions (i.e., the dimension comes
from the number of objectives). The quality of the obtained set
can be analyzed concerning different measures, known as quality
indicators [5], concerning the convergence and diversity of the
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obtained solutions. The idea behind each quality indicator is that
it transforms the high-dimensional data (i.e., the approximation
set) into one-dimensional data (i.e., a real value). Since the quality
indicators describe different aspects concerning the convergence
and the diversity, there are studies that combined them as ensemble
of quality indicators to provide more general conclusions [1, 3, 7].

Even though there are some insight into algorithms’ performance
by performing performance assessment using quality indicators, it
is well known that the selection of a quality indicator(s) have impact
to the end benchmarking conclusions [4]. Different quality indica-
tors provide different explanations and results. Even more, not only
the selection, but each quality indicator by transforming the high-
dimensional into one-dimensional data losses information covered
in the high-dimensional space that can affect the end result of the
benchmarking. To go beyond this, we recently proposed a novel
approach, known as Multi-objective Deep Statistical Comparison
(moDSC) [2], which compares the distribution of the approximation
sets (i.e., high-dimensional data). It reduces the information loss
by transforming high-dimensional data into one-dimensional data.
With this, it reduces the influence of the users’ preference or the se-
lection of a quality indicator to the end benchmarking conclusions.
The quality indicator is applied only when the distributions of the
high-dimensional data differ, indicating a statistically significant
difference between approximation sets.

2 MULTI-OBJECTIVE DEEP STATISTICAL
COMPARISON

MoDSC consists of two steps. In the first step, a ranking scheme that
compares distributions of the solutions from the approximation
sets (from different MOAs) is applied and ranks them for each
benchmark problem involved in the study. While in the second step,
the ranked data obtained for all benchmark problems is treated as
input data for further analysis by an appropriate omnibus statistical
test.

2.1 Ranking scheme

Let us assume that m MOAs should be compared using a set of
n benchmark problems. Since these algorithms are stochastic in
nature, there is no guaranty that the same approximation set will
be obtained in each run, so each algorithm is run k times on each
benchmark problem.

The moDSC ranking scheme involves m(m — 1)/2 pairwise com-
parisons of the distributions of the approximation sets. These com-
parisons correspond to each pair of algorithms, where the distribu-
tions of the approximation sets of two MOAs obtained on the same
benchmark problem are compared. To compare the distributions
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within each benchmark problem, moDSC follows the idea of per-
mutation tests, where M different pairs of approximation sets one
per each MOA are compared with the multivariate € test [6]. The
M comparison are required since there is no one to one mapping
between the approximation sets from both MOAs, each one has k
different approximation sets obtained per each benchmark problem.
Comparing M different pairs of approximations sets addresses the
uncertainty presented in the data. This is supported by the assump-
tion that all approximation sets obtained by a MOA on the same
problem come from the same distribution.

By comparing M different pairs of approximation sets using the
multivariate € test, M p-values are obtained for each comparison
of a pair of algorithms. To select one p-value from that compar-
ison, a new random variable is introduced. This is a number of
combinations for which the null hypothesis is rejected. To estimate
if the compared distributions are either statistically significant or
not, a significance level a;, must be selected. If P(V) < a;, both
algorithms have the same distribution of the approximation sets,
and vice-versa. If the distributions are not statistically significant,
then a p-value is randomly selected from the subset of M p-values
that are greater than ax (i.e., significance level, in most cases 0.05).
In opposite, the probability density function of a subset of M p-
values that are lower than ax is estimated using kernel density
estimation. From it, its mode is selected as an appropriate p-value.
In this case, the selection of the p-value is not random, since we
are selecting from p-values lower than ax, which can be further
affected in the correction of p-values required to control the FWER
(i-e., family-wise error rate).

By performing the above-mentioned procedure for each pairwise
comparison (i.e., pair of algorithms) within the same benchmark
problem, m(m — 1)/2 p-values are obtained that can be organized
into an m X m matrix. The rows and the columns correspond the
the algorithms involved in the comparison. These values should be
further corrected since multiple independent pairwise comparisons
are performed. In our case, for illustration purposes, the Bonferroni
correction is used, though more statistically powerful approaches
can be also used. Further, this matrix can be transform to a binary
matrix, where one corresponds that there is no statistical signifi-
cance between the distributions of approximation sets of a pair of
algorithms, and zero vice-versa. Checking the transitivity of the
binary matrix will allow us to split it into disjoint sets of algorithms
such that algorithms from the same set are not statistically signifi-
cant concerning their distributions of the approximation sets. This
leads that they should be ranked as the same and there is no reason
to select a quality indicator. So, the quality indicator(s) should be
selected only when the distributions differ. With this, the number
of cases when the user preference (i.e., quality indicator(s)) should
be used is reduced, which decreases the user-preference bias in the
performance assessment.

2.2 Omnibus statistical test

Applying the ranking scheme for all n benchmark problems, the
obtained rankings (an n X m matrix) can be further used and an-
alyzed with an appropriate omnibus test to perform a multiple
problem analysis and test the statistical significance between the
performance of the MOAs.
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3 DISCUSSION AND CONCLUSIONS

Most performance assessment studies that have been already con-
ducted focus on comparisons done using one-dimensional data (i.e.,
quality indicators data). They all neglect the information presented
in the high-dimensional space. Besides, many studies report quality
indicator results that are tailored to the motivation in the develop-
ment process of the algorithm, and as a consequence the algorithm
wins. The problem that remains open is that all these performance
assessment studies are bias to the user selection of which quality
indicator will be applied.

The experimental results obtained by using the moDSC showed
that it is able to reduce the cases when the user preference needs
be selected. When the distributions of approximation sets are not
statistically significant, they should be treated as the same and
there is no reason to analyze them using quality indicator(s). The
transformation from high-dimensional data to one-dimensional
data can lead to completely different results. Reducing the number
of cases that are affected by the selection of the user preference on
a single-problem level leads to more robust statistical results when
performing multiple-problem analysis. This comes from the fact
that the rankings obtained for single benchmark problems affect
the end test statistic of a multiple-problem analysis.

In future, we are planning to research random matrix theory
approaches to estimate the rankings without involving the selection
of quality indicators. This will be also supported by information
theory approaches to estimate the amount/quantity of information
that is lost during the transformation of high-dimensional data into
one-dimensional.
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