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ABSTRACT
The purpose of this research was to compare the robustness and
performance of a local and global optimization algorithm applied to
the problem of fitting the parameters of a non-linear dose-response
model utilized in the field of exercise physiology. Traditionally the
parameters of dose-response models utilised in exercise physiology
have been fit with non-linear least squares procedures in combi-
nation with local optimization algorithms. These algorithms have
demonstrated limitations in their ability to converge on a globally
optimal solution. This research purposes the use of an evolutionary
computation based algorithm as an alternative method to fit a non-
linear dose-response model. The results of our comparison over
1000 experimental runs demonstrated the superior performance
of the evolutionary computation based algorithm to consistently
achieve a more consistent model fit and holdout evaluation per-
formance in comparison to the local search algorithm. This initial
research would suggest that global evolutionary computation based
optimization algorithms are a fast and more robust alternative to
local optimization algorithms when fitting the parameters of non-
linear dose-response models.
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1 INTRODUCTION
It has been observed that many biological systems exhibit nonlinear
characteristics by examining the relationship between an input to
a biological system, typically known as a dose, and the subsequent
system output or response. In the context of a dose-response model
related to physical exercise, we consider the system inputs to be a
combination of the volume and intensity of exercise activity, while
the response is the cellular and tissue adaptions of the human
body. A common example of this relationship is the cardiac tissue
adaptations that occur in response to an increase in the volume of
an aerobic exercise activity such as running, swimming or cycling.

2 DOSE-RESPONSE MODEL FITTING
We fit the following dose-response model which asserts that the
response to a single exercise training dose has both a positive phys-
iological response referred to as "fitness" and a negative response
referred to as "fatigue" [2], represented mathematically in the fol-
lowing manner:

𝑝𝑡 = 𝑝0 + 𝐾1
𝑡−1∑
𝑖=1

𝑤𝑖𝑒
− 𝑛

𝑟1 + 𝐾2
𝑡−1∑
𝑖=1

𝑤𝑖𝑒
−𝑛−𝑖

𝑟2 , 𝑛 ∈ N. (1)

Where 𝑝0 is an initial baseline level, 𝐾1 and 𝐾2 are the positive
weighting factors for fitness and fatigue, these values represent the
rate at which an individual can recover from a training stimulus,
𝑟1 and 𝑟2 represent the time decay until fitness and fatigue return
to baseline,𝑤𝑖 is the exercise activity workload stimulus measured
during a single session and 𝑛 denotes the 𝑛th instant of time. To fit
the parameters of the model and ensure that it returns robust and
accurate predictions, we seek to minimise the differences between
the predicted and observed responses using non-linear least squares
regression (NLS) [4, 5, 7]. In this experiment, we compare the perfor-
mance of a Limited Memory Broyden–Fletcher–Goldfarb–Shanno
(L-BFGS) algorithm [6] to a seeded and un-seed version of the Dif-
ferential Evolution (DE) algorithm [9], to perform the minimization
and model parameter optimization. To generate a seeded popu-
lation of values for the DE Seeded option the initial randomised
parameter values, which are provided to the L-BFGS algorithm, are
used to generate a Gaussian distribution from which 19 random
seeded values are selected in addition to the initial parameter values.
The generated normal distribution had a mean value equal to its
random initial parameter and a standard deviation equal to ± 5% of
that parameter value. The purpose of generating the distribution in
such a way was to provide the DE seeded algorithm with enough
diversity to create new solution candidates to explore the search
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space effectively but also to focus the area from which it started
the exploration. The rationale for this procedure was to perform
a closer comparison of the algorithms when the search process is
initiated from a similar area of the search space and a randomly
initialised area as is the case in the unseeded DE algorithm [1]. This
process was repeated 1000 times using a new set of random initial
parameter values during each experimental run. To test the fit of
the optimized models an open-source data set consisting of 166
exercise training sessions and observed responses was used [3, 8].

3 RESULTS
The mean±SD model fit coefficient of determination (𝑅2) scores
are as follows: DE (𝑀 = 0.997, 𝑆𝐷 = 0.00), DE-Seeded (𝑀 =

0.976, 𝑆𝐷 = 0.070), L-BFGS (𝑀 = 0.877, 𝑆𝐷 = 0.201). Figure 1
displays the loss scores (sum of the squared errors) between the pre-
dicted and observed response variables over the 1000 experimental
runs using a hold out data. The results of a one-way analysis of
variance (ANOVA) test comparing the fitted R-Squared scores are:
𝐹𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 = 264.71, 𝑝 < 0.001, while the results of an ANOVA test
using a hold out data set mean loss scores are: 𝐹𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 = 90.07,
𝑝 < 0.001. These results would suggested that there is significant
difference in the performance of the algorithms at an 𝛼 = 0.05.

Figure 1: Sum of the squared errors between the fitted
model predicted and observed response variables

Figure 2 displays the distribution of the optimization process run
time for each algorithm during the experimental runs. The results
demonstrate that the DE and DE seeded algorithm consistently
achieve a strong model fit and low hold out set prediction error.
The L-BFGS algorithm displayed higher variance and worse perfor-
mance across the experimental runs.

4 CONCLUSIONS & FUTUREWORK
In this paper, we set out to compare the performance and robust-
ness of a local versus global optimization algorithm when fitting

Figure 2: Process Running Time

the parameters of a non-linear dose-response model. Based on our
observations we found that the differential evolution global algo-
rithm is capable of repeatedly finding optimal model parameter
values demonstrated by strong model fits and performances on
a holdout data set. The local search L-BFGS algorithm displayed
low robustness to varying initial parameter settings and had infe-
rior performances when predicting response values on a holdout
data set. A seeded version of the differential evolution algorithm
displayed the best overall performance across all measures. These
result would suggest that when fitting a dose-response model, of a
similar type to that used in this research, a differential evolutionary
algorithm seeded with reasonable initial parameters may provide
a fast, robust and high performing alternative to local search al-
gorithms such as L-BFGS. Future work should be conducted to
confirm these findings using a wider set of algorithmic settings and
variants, as well as larger more diverse real-world data sets.
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