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ABSTRACT
Premature convergence can be detrimental to the performance
of search methods, which is why many search algorithms
include restart strategies to deal with it. While it is common to
perturb the incumbent solution with diversification steps of
various sizes with the hope that the search method will find a
new basin of attraction leading to a better local optimum, it is
usually unclear whether this strategy is effective. To establish
a connection between restart effectiveness and properties of a
problem, we introduce a new property of fitness landscapes
termed Neighbours with Similar Fitness. We conjecture that this
property is true for many PLS-complete problems, and we
argue that the effectiveness of a restart strategy depends on
this property.
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1 INTRODUCTION
A wide variety of techniques has been developed for tack-
ling large scale combinatorial optimisation problems. Search
methods, such as Evolutionary Algorithms [1], Ant Colony
Optimisation [7] and Local Search [11] are typically used to
achieve the required scalability in challenging problems for
which it is hard to find optimal, or even just “good enough”
solutions. The majority of these methods involve steps where
the state of the algorithm is modified in some way to escape
a local optimum, also known as a restart strategy. This is typ-
ically used to avoid premature convergence, which is when
the search method converges (usually very early in the search)
to a local optimum of poor quality [10].

To study how the structure of fitness landscapes impacts the
effectiveness of search strategies, much of the existing research
focuses on fitness landscape characterisation metrics that mea-
sure properties of the fitness landscape and relate them to
the effectiveness of search algorithms. Existing metrics mea-
sure landscape properties such as the number of local optima,
the size of the basin of attraction, and the size of the plateaus.
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While there have been many works showing how these proper-
ties correlate with the effectiveness of a wide range of solvers
on a wide range of problems (see, e.g. [9]) there are only few
fundamental studies tying landscape features to restart strate-
gies. For example, for simple but nevertheless fundamentally
important problems like ONEMAX and JUMP, it was recently
shown that drift arguments can be used to restart algorithms
in combination with population size control [2]. Similarly, for
a function comprising a plateau and a slope, it was shown
that a particular scheme (that initially uses a number of par-
allel runs) needs to take into account characteristics of the
function [5]. For more complex problems, however, there do
not seem to be any studies yet that establish a connection of
fundamental landscape features to restart performance.

Most search algorithms implement restart during the search,
as a mechanism for resetting the search and preventing prema-
ture convergence [6]. However, there is little understanding
on when these methods work. We introduce a new property
of fitness landscapes, Neighbours with Similar Fitness (NSF),
which means that neighbours in the search space tend to have
similar fitness compared to non-neighbours. A neighbour is a
solution that can be reached in one step by the search method
from its current position, and a NSF neighbourhood is one
that tends to link solutions with similar fitness. We provide a
formal definition of NSF, and argue that NSF generally holds
for many combinatorial optimisation problems and the search
operators designed for algorithms that tackle them, hence a
random restart strategy would be the most suitable.

2 NEIGHBOURS WITH SIMILAR FITNESS
Neighbours with Similar Fitness (NSF) is a property of fitness
landscapes that states that two neighbouring solutions have a
higher probability of having similar fitness values than two
non-neighbouring solutions. While many search methods rely
on gradients in the landscape, NSF is defined for discrete fit-
ness functions where gradients do not exist. However, the
intuition is similar: NSF holds if neighbours have similar fit-
ness, which is similar to requiring a fitness function on the
real numbers to be continuous. The degree to which a land-
scape has NSF is related to the gradient. However, there is
an added dependency on the distribution of solutions in the
search space which is normally absent in the discussion of
landscapes.

We represent a combinatorial optimisation problem (𝑆, 𝑓 )
as a finite search space 𝑆 with a finite range of fitness values
{𝑓 (𝑠) : 𝑠 ∈ 𝑆} ⊆ {𝑣min . . . 𝑣max}. Without loss of generality, we
consider maximisation problems in the following, i.e., solu-
tions with higher fitness values are considered to be better.

We define |𝑓𝑣 | to be the number of solutions in the search
space with fitness value 𝑣 . The search space size is equal to
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|𝑆 | = ∑
𝑣∈𝑉

|𝑓𝑣 | . Given a solution with fitness 𝑣 we would like

to know the number of solutions with fitness difference by 𝛿 ,
defined as 𝑓𝑣,𝛿 | = |{𝑠 ∈ 𝑆 : 𝑓 (𝑠) = 𝑣 ± 𝛿}|, where 𝛿 ∈ Δ, and Δ is
the set of all differences among fitness values in 𝑉 .

This tells us, for a solution with a particular fitness, how
different the other solutions are. This also allows us to calcu-
late the proportion of solutions that differ in fitness by 𝛿 from
a given fitness 𝑣 as 𝑝𝑣,𝛿 = ( |𝑓𝑣,𝛿 |)/(|𝑆 |).

A fitness landscape associated with the problem (𝑆, 𝑓 ) is
defined as (𝑆, 𝑓 , 𝑁 ), where 𝑁 is the neighbourhood function
which identifies the solutions that can be reached in one search
step from each other solution. We refer to the set of neighbours
𝑁𝑣 of solutions with fitness 𝑣 : 𝑁𝑣 = {𝑠 ′ ∈ 𝑁 (𝑠) : 𝑠 ∈ 𝑆∩𝑓 (𝑠) = 𝑣}.
Note that this is the union of all the neighbourhoods of solu-
tions with fitness 𝑣 . We define the number of neighbours of
solutions with fitness 𝑣 , with fitness greater or lower by 𝛿 to be:
|𝑁𝑣,𝛿 | = |{𝑠 ∈ 𝑁 : 𝑓 (𝑠) = 𝑣 ± 𝛿}| The proportion of neighbours

(solutions in 𝑁𝑣) that differ from 𝑣 by 𝛿 , is then 𝑝𝑛𝑣,𝛿 =
|𝑁𝑣,𝛿 |
|𝑁𝑣 | .

We use the expressions 𝑝𝑣,𝛿 and 𝑝𝑛𝑣,𝛿 in the following defi-
nition of the Neighbours with Similar Fitness (NSF) property.
The property states that neighbours tend to have more similar
fitness than non-neighbours.

DEFINITION 1. A landscape has the Neighbours with Similar
Fitness (NSF) property if for all fitness values 𝑣 the value of the
expression 𝑝𝑛𝑣,𝛿/𝑝𝑣,𝛿 decreases monotonically with increasing 𝛿 ∈
Δ.

This property means that for each fitness value 𝑣 , the prob-
ability that a neighbour of 𝑠 has fitness 𝑓 (𝑠) close to 𝑣 is higher
than the probability of a solution in the search space as a
whole having fitness close to 𝑣 . As the fitness value difference
𝛿 ∈ Δ grows, the difference between the probability 𝑝𝑛𝑣,𝛿 of a
neighbour with fitness differing by 𝛿 from 𝑣 , and the proba-
bility 𝑝𝑣,𝛿 of a solution in the whole search space with fitness
differing by 𝛿 from 𝑣 , monotonically decreases.

In problems that exhibit the NSF property, larger pertur-
bations are required for an effective restart. In NSF, solutions
of the same fitness are not distinguished, and the only infor-
mation about the landscape is the number of neighbours of
any given fitness that have each other fitness value. This ab-
straction frees us from concerns about specific local search
algorithms, and enables us to address general mathematical
properties.

Many real-world problems satisfy the NSF property. As an
example, let us consider the Metric Travelling Salesperson
Problem (TSP), whose fitness function is a sum of distances,
and the number of terms in the sum is the number of cities
in the TSP. The so-called 2-swap operator [3] changes only
two distances in the sum for symmetric TSPs – no matter how
many cities there are in the TSP. This is, in fact, the smallest
change possible (in terms of the number of distances changed)
while maintaining the constraint that the tour must be a Hamil-
tonian cycle. By ensuring that 𝑛 − 2 distances remain the same
(where 𝑛 is the number of cities), the 2-swap generates neigh-
bours of which many can be considered to have similar fitness.

For many other problems, the neighbourhood operators are
defined so as to change only a few terms in the sum which
expresses the fitness function. For example, the maximum sat-
isfiability problem is to find an assignment to truth variables
that minimises the number of unsatisfied clauses. A clause
is just a disjunction of some truth variables (or none) and
some negated truth variables (or none). One way of finding
a neighbour for this problem is by changing the truth value
of one variable (“flipping” a variable). If the clause length
is restricted to just three (variables and negated variables),
and if there are 100 truth variables in the problem, then only
1 − 993

1003 = 0.03 of the clauses are likely to contain any given
variable. Thus after flipping a variable 97% of the clauses will
remain unchanged, and the fitness of a neighbour found by
flipping a variable is likely to be similar to the original fitness.

The same argument applies to most problems whose fit-
ness function is a sum of terms in which the number of terms
increases with the number of variables in the problem. Any
neighbourhood operator that changes the value of a single
variable, or a small set of variables, will only change the value
of a small fraction of the terms in the sum. Consequently
neighbours are likely to have similar fitness. Interestingly, this
characteristic is one that applies to many PLS-complete prob-
lems [4]. The complexity class PLS (polynomial-time local
search) models the difficulty of finding a locally optimal so-
lution to an optimisation problem. For further information
on this class, we refer the interested reader to Michiels et al.
[8], who list many PLS-complete optimisation problems that
all have objectives which are a sum of terms which grows
with problem size; among these are MAXCUT with flip neigh-
bourhood, GRAPHPARTITIONING with swap neighboudhood,
METRICTSP with Lin-Kernighan neighbourhood, and CON-
GESTIONGAME with switch neighbourhood.
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