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ABSTRACT
Per-instance algorithm selection has been shown to achieve state
of the art performance in solving Travelling Salesman Problems
(TSP). By selecting optimization algorithms for each TSP instance,
significant time savings have been achieved. In this work, we high-
light how recent algorithm selection techniques apply to service
composition; which is posed as a TSP problem. However, the service
composition environment is highly dynamic, which poses unique
challenges for algorithm selection. Chief amongst those is the avail-
ability of training data for all algorithms on unseen tasks, which is
infeasible to obtain. To address this problem, we propose the use of
transfer learning techniques to improve classification accuracy in
dynamic settings such as service composition.
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1 MOTIVATION
Metaheuristic algorithms have been used to solve optimization prob-
lems in a wide range of applications ranging from software test
generation [3] to training neural networks [1]. The advantages of
using such algorithms is that they compute near-optimal solutions,
fast. However, applying these algorithms to a new problem domain
requires extensive empirical evaluation and modeling. Moreover,
recent literature has also demonstrated that state-of-the-art perfor-
mance is achieved not by selecting a single algorithm for an entire
problem domain, but by selecting an algorithm for each instance
in the problem domain. These approaches have great potential for
application in systems that require frequent, quick and accurate
execution for optimization problems. Using service composition as
a case study, we outline the benefits and challenges associated with
online algorithm selection in dynamic environments.

The goal of service composition is to select multiple web services
based on non-functional, Quality of Service (QoS) attributes such as
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response time, throughput etc.. Thousands of web services provid-
ing similar functionality may exist, leading to a large search space
of possible solutions. As metaheuristic algorithms are capable of
searching through large search spaces in a relatively shorter period
of time, they are often used as composition algorithms to select a
set of services that fulfill QoS requirements. Additionally, to avoid
increased operational costs, time taken and memory used for com-
position also needs to be minimized. So, the choice of composition
algorithm depends on its ability to meet QoS constraints, minimize
time and memory usage. However, certain algorithms can fail to
converge to a suitable solution on some problem instances, leading
to sub-optimal solutions. To minimize this possibility, we use a
portfolio of composition algorithms and leverage the complemen-
tary performance property to use algorithm selection techniques
for service composition.

Composition algorithms need to be executed periodically to
ensure that QoS needs are consistently being met. This is because
services may evolve internally; leading to unanticipated changes
in their QoS values. In such scenarios, service (re-)selections must
be carried out using metaheuristic algorithms. To determine which
algorithm is suited to compose a request, algorithm selectors are
trained on historical data collected for previously composed user
requests. These selectors learn to model algorithm behavior on
different composition tasks and select a composition algorithm
that fulfills QoS requirements while minimizing time and memory.
We build on the work in [2] to show that a trained Multi-Layer
Perceptron (MLP) model achieves 75% accuracy and F1-score on a
dataset consisting of 3840 composition instances labeled with one
of three algorithms - Ant Colony System (ACS), Genetic Algorithm
(GA) and Multi-Constrained Shortest Path (MCSP). Note that MCSP
is an exact algorithm and is also useful for those instances on which
ACS and GA do not converge. The final labeled dataset contains
1822 MCSP, 1628 GA and 390 ACS instances. Compared to the
Single Best Solver (SBS), which is MCSP, we observe from Table 1
that the MLP selector chooses algorithms that are 44% faster and
use 26.9% less memory on average.

While these results hold potential for applying algorithm se-
lection to service composition, the caveat is that labeled training
data is available. Gathering training data during deployment/run-
time is infeasible due to two factors (1) Changes in services’ QoS
can happen in unforeseen ways. While QoS attributes over several
timesteps can be collected by invoking services to gather real-time
information, this is a resource-intensive process. (2) Executing all
composition algorithms on every composition task is infeasible,
because solutions for composition tasks must be computed fast at
run-time. To address these issues, we propose the use of transfer
learning to train classifiers on similar problems and use it to se-
lect algorithms for service composition at run-time. We consider
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a similar problem to be the Traveling Salesman Problem (TSP) be-
cause service composition problems are often formulated as TSP
instances [2], in which each service is a node to be visited. Specifi-
cally, we aim to explore the use of domain-invariant techniques to
learn common feature representations given certain labels.

Table 1: Mean Computation Resource Usage

Approach Mean Time (s) Mean Memory (kB)
VBS 659.84 110039.11
MLP 481.11 102074.27
SBS 855.38 139655.80

2 TECHNICAL APPROACH
In certain transfer learning tasks, learning a common subset of
invariant features for both source and target domains can improve
generalization [4, 7]. Invariant features representations are certain
intermediate features for which the conditional label distribution
does not change across domains. Our goal is to first learn these
invariant representations using a classifier on labeled TSP samples
and generalize to the service composition domain. We hypothesize
that there exist common, invariant features that can be used to
model algorithm performance and that this relationship does not
change regardless of problem domain. Certain features characteriz-
ing the size of the graphs such as number of nodes and distribution
of fitness values are important in selecting which algorithm to use.
For example, MCSP takes a long time to find solutions on graphs
with larger search spaces than GA does. In addition to features in-
dicative of structure and size of graphs, we consider a set of features
characterizing the fitness landscape from [5]. At a minimum, we hy-
pothesize that features characterizing graph size and structure will
be invariant amongst both TSP and service composition domains,
as training samples from both domains will be carefully selected. To
test this hypothesis, we formulate the following research questions:

• RQ1: How well can a classifier trained on TSP instances
generalize to service composition instances using domain
invariant learning techniques?

• RQ2: Which algorithm behavior features demonstrate an un-
changing relationship with the best performing algorithms
on TSP and service composition tasks?

Our rationale for this study is based on recent advances using
fitness landscapes as a predictor of algorithm performance. For
most optimization problems, a fitness function is used to combine
and denote the objectives of the problem instance being solved.
Fitness functions offer a convenient way to compare different solu-
tions and select one that meets constraints. Additionally, studying
the characteristics of a problem function using fitness functions
provides insight into how search algorithms may perform [5]. For
example, search spaces with several local optima clustered together
may lead to poor convergence. Ultimately, the fitness landscape
does not depend on the problem instance, but instead depends on
the fitness function used and the encoding of the problem. Thus,
the choice of fitness function and the way a problem is encoded
is important because it affects algorithm performance. Several fea-
tures are discussed in [5] to characterize fitness landscapes. We
use features that can be independently computed without need-
ing to run other algorithms. We consider the following features

from [5] for our analysis - autocorrelation function, correlation
length, fitness statistics and distance correlation, dispersion metric,
information landscape hardness measure, first and second order
entropy measures, hamming distance in a level, hamming distance
between a level and neutral walk.

To answer our research questions, we propose the study of two
techniques: Domain-Invariant Component Analysis (DICA) [6] and
the invariant model based on causal learning proposed in [7]. DICA
aims to find a set of components whose distributions are common
to both source and target domains. The core idea is that while the
feature distribution may vary across domains, the functional rela-
tionship between the labels and features remains unchanged. In our
context, it would mean that DICA is able to accurately model the
performance of ACS and GA across different landscapes and use
it to predict which might perform better on a certain problem in-
stance. However, this assumes that the TSP and service composition
instances we model are similar not only in terms of size, but also
in terms of the fitness landscape. To address this, we propose the
use of the 𝐿2 distance metric and a discrete encoding across both
domains. In addition to this technique, we propose modeling the
relationship between the algorithm performance and features as a
causal relationship, as proposed in [7]. In [7], the core assumption
is that only a subset of features is invariant and can be causally
modeled. This is a weaker assumption than in DICA, but powerful
because it allows for the consideration of other features and feature-
values that may not be present in both domains, even though they
do not provide any guarantees.

In conclusion, in this paper we have outlined the challenges
associated with using algorithm selection techniques in a dynamic
service composition environment. This study is designed to leverage
recent advances in understanding metaheuristic behavior, applying
it for classification and generalizing the insights learned to a service
composition domain. We propose using two transfer learning tech-
niques to model metaheuristic algorithm behavior across varied
problem instances in the source(TSP) domain and apply it to the
service composition domain to improve classification accuracy and
thus improve composition algorithm performance.
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