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ABSTRACT
Biclustering is a technique of detecting meaningful patterns in tabu-
lar data. It is also one of the fields in which evolutionary algorithms
have risen to the very top in terms of speed and accuracy. In this
short paper we summarize the results of porting one of the leading
evolutionary-based biclustering methods EBIC to Julia - an emerg-
ing high-end programming language. This is probably the first
biclustering package developed in this programming language. The
main findings of this study are that flexibility combined with high
performance make Julia an appealing platform for development
and validation of new biclustering methods.

CCS CONCEPTS
• Information systems → Information retrieval; • Comput-
ing methodologies → Cluster analysis; Search methodologies;
Bio-inspired approaches; • Theory of computation → Massively
parallel algorithms;
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1 INTRODUCTION
Biclustering aims at finding one different types of patterns man-
ifested in subsets of rows and columns [2, 3]. The major appli-
cation of this technique is biomedical field, or more specifically
gene expression analysis. In recent years evolutionary biclustering
approaches have become among the most accurate biclustering
methods, pushing the research towards new levels.

One of the obstacles slowing development of novel methods has
been lack of highly productive programming language that would
allow rapid development and validation of prototypes in just a few
lines of code. Julia, an emerging high level programming language
that combines the power of expression of Python with efficiency
and scalability of C++, seemed to be a promising lead.

In this short paper we analyze the performance of EBIC.jl – an im-
plementation of well-established evolutionary biclustering method
EBIC in Julia, introduced in [8]. We evaluate the new method on a
large collection of datasets as well as also share our perspective on
a future adoption of Julia as a platform for biclustering.

2 METHODS
The following leading biclustering methods have been included in
our analysis:
Runibic [5], a parallel version of UniBic [9], captures the longest
common monotonous trends between different pairs of rows. Those
sequences are later expanded first to strict and later to approximate
order-preserving biclusters.
RecBic [1] is an exhaustive greedy biclustering method focused on
expanding monotonous patterns. The method initially evaluates
combinations of 3 randomly selected columns, which are further
expanded until convergence is reached.
EBIC [4, 6] is a multi-GPU evolutionary biclustering method that
looks formonotonously increasing trends. Combinations of columns
determined with simple genetic operators (insertion, deletion, sub-
stitution, swap, or crossover) are evaluated in parallel on GPU. EBIC
incorporates tournament selection, elitism, crowding and tabu list.
EBIC.jl introduced in [8] is a novel implementation of EBIC in
Julia. The minor improvements involved optimizing GPU kernel by
loop unrolling, using atomic operators, as well as further parameter
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Figure 1: Relevance (left) and recovery (right) of biclustering methods on the collection fromWang et al.

tuning that resulted in reducing running time of the method. EBIC.jl
at this point can be run on a single GPU only.

All the aforementioned methods were benchmarked with their
default settings on the collection of 119 datasets organized in 8
different problem groups from Wang et al. [9]. Their performance
was evaluated on tasks of detecting: narrow, overlapping, trend-
preserving (Type I), column-constant (Type II), row-constant (Type
III), shift (Type IV), scale (Type V), and shift-scale (Type VI) patterns.
The measures used for comparison were two popular metrics in
biclustering called recovery and relevance, which were proposed
by Prelic et al. [7]. The first one captured how well a method is able
to find ground truth biclusters, whereas the second reflected the
similarity of the generated biclusters to the ground truth.

3 RESULTS
The performance of the newly proposed EBIC.jl was found to be
highly competitive with the leading methods in the field, yielding
the best results for Overlap and Type V scenarios (Figure 1). EBIC.jl
visibly underperformed in Type IV scenario, with both recovery
and relevance scores lower than EBIC and RecBic. For Type VI
scenarios Ebic.jl shows higher relevance than EBIC, but at cost of
lower recovery. Both methods were outperformed there by RecBic.

In terms of the running times, the implemented optimizations
allowed EBIC.jl to converge much faster than EBIC for the vast
majority of the datasets. Nonetheless, this comparison can’t be
deemed fully objective, as both EBIC and EBIC.jl feature different
GPU kernels. Runibic and RecBic were the fastest in the comparison,
however it needs to be noted, that the datasets had very low size (up
to 1000 rows), which handicaped the performance of GPU methods.

4 DISCUSSION
In this short paper we have presented the results of evaluation of
newly developed implementation of one of the leading biclustering
methods, EBIC, in Julia. This is probably the first or certainly one
of the first biclustering packages developed in this language. The
method has been shown to be very competitive with the leading
biclustering methods in the field.

The second major contribution of this paper is practical veri-
fication of feasibility of using Julia as a programming language
for biclustering. We have noticed notable benefits, as high level
paradigm allowed to greatly expedite the development process.
Needless to say, the source code has been reduced by half and made

clearer and more manageable. The new version of the method also
simplifies rapid validation of new concepts and allows to refocus
future efforts on rapid prototyping of new solutions.

This study proves that Julia has already become an appealing
programming language to work on solving complex machine learn-
ing problems, including biclustering. All combined, if popularized,
Julia has potential of becoming a ’go-to’ platform for biclustering.

ALGORITHM AVAILABILITY
EBIC.jl is available here: https://github.com/EpistasisLab/EBIC.jl
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